crystals MBPY

Article

Numerical Study of Three-Dimensional Melt Flows
during the TSSG Process of SiC Crystal for

the Influence of Input Parameters of RF-Coils

and an External Rotating Magnetic Field

Lei Wang !, Yuto Takehara !, Atsushi Sekimoto "*, Yasunori Okano !, Toru Ujihara 2
and Sadik Dost 3

1 Department of Materials Engineering Science, Osaka University, Toyonaka, Osaka 560-8531, Japan;

wanglei8657@cheng.es.osaka-u.ac.jp (L.W.); takehara.yuto@cheng.es.osaka-u.ac.jp (Y.T.);
okano@cheng.es.osaka-u.ac.jp (Y.O.)

Department of Materials Science, Nagoya University, Chikusa-ku, Nagoya 464-8603, Japan;
ujihara@nagoya-u.jp

Crystal Growth Laboratory, University of Victoria, Victoria, BC V8W 3P6, Canada; sdost@uvic.ca
Correspondence: asekimoto@cheng.es.osaka-u.ac.jp

check for
Received: 7 January 2020; Accepted: 6 February 2020; Published: 12 February 2020 updates

Abstract: Three-dimensional numerical simulations were conducted for the Top-Seeded Solution
Growth (TSSG) process of silicon carbide (SiC) crystals. We investigated the influence of coils
frequency and peak current, and an applied rotating magnetic field (RMF) on the melt flow developing
in this system. Numerical simulation results show that the Marangoni flow in the melt becomes
stronger at higher coils frequencies due to the decreasing coils-induced electromagnetic field strength.
Results also show that the use of external RMF may improve supersaturation uniformity along
the seed if it is properly adjusted with respect to the coils-induced electromagnetic field strength.
Furthermore, it is predicted that the application of RMF and seed rotation in the same direction may
enhance supersaturation below the seed.

Keywords: SiC crystal growth; TSSG method; flow control

1. Introduction

In our previous work [1], we performed a three-dimensional numerical simulation study for the
Top-Seeded Solution Growth (TSSG) process of silicon carbide (SiC) crystals to examine the influence of
melt flow on the growth process. Our simulation results have shown that the melt flow is mainly driven
by the induced electromagnetic field and free surface tension gradient. The associated Marangoni
convection component of the melt flow was dominant. This strong convection makes supersaturation
in the melt nonuniform and enhances growth rate variations. Thus, in turn, it affects the crystal
quality adversely.

In order to minimize this adverse effect of Marangoni convection, Wang et al. [2] numerically
considered the application of a strong static magnetic field and examined its effect under the
same growth conditions in the same system. It was also predicted that an applied static magnetic
field effectively suppresses the adverse effect of Marangoni convection and minimizes growth rate
fluctuations [3]. However, in spite of this advantage, the application of a static strong magnetic field
will slow down growth and may cause an inhomogeneous solute distribution in the melt. For the sake
of simplicity, in the above-mentioned studies, numerical simulations were performed under fixed input
parameters (at 25 kHz induction coils frequency and at 6.285 A /m? the peak current). The numerical
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simulation study of Yamamoto et al. [4] also confirmed that the melt flow is significantly affected by
coils frequency, where the effect of surface tension gradient and carbon transport were not included in
the simulation.

The application of rotating magnetic fields (RMF) on the other hand has been widely utilized
in crystal growth for the purpose of mainly controlling melt transport structures (melt flow and
solute transport) and growth interface shape and stability [5-9]. For instance, in Czochralski (Cz)
growth of silicon, Hoshikawa et al. [10] experimentally, and Zhou [11], numerically, have determined
that low oxygen concentration can be achieved when the applied RMF, and the crystal and crucible
rotations are all in the same direction. However, regarding the TSSG system of SiC, up to now, only
Mercier et al. [12] discussed the influence of RMF on carbon transport. To the best our knowledge,
there are no reports on the effect of Marangoni convection in this system.

In order to obtain a more general optimization scheme for the TSSG system of SiC, in the present
study, we performed numerical simulations for the influence of coils frequency and current levels, and
applied RMF on fluid flow and carbon transport in the melt of this system.

2. Numerical Model

2.1. Governing Equations

A schematic view of the TSSG system simulated is shown in Figure 1. Dimensions in the
figure are in mm. The rod, hot wall, support base, and crucible are made of graphite, the gas
environment is Helium, and physical and material properties of the system are in Table 1. An integrate
process model [13] is developed to carry out a global numerical simulation for the calculations of
the electromagnetic field, heat generation, temperature field, and melt flow. In the present study,
an external rotating magnetic field is applied to the system, and the following assumptions were made:
(a) RMF only affects the melt flow, and (b) the effect of crucible electrical conductivity is negligible.
The only difference between our previous and present numerical studies is the inclusion of fluid flow
in the melt. Details of the calculations of the electromagnetic field, heat generation, and temperature
field in the TSSG furnace can be found in [1,13].
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Figure 1. Schematic view of the computational domain used for the TSSG system.
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Table 1. Physical properties used in the TSSG system [14-16].

Materials Property (Symbol) Value Unit
Si melt Density (p) 2550 kg m~3
Viscosity (i) 8.0 x 1074 Pas
Electrical conductivity (o) 1.2 x 100 Sm™1
Thermal conductivity (k) 65 Wml1K!
Specific heat (Cp) 1.0 x 10° Jkg 1K1
Surface tension coefficient 2 5%10-4 Nm-1K-!
of temperature (07)
Thermal expansion coefficient (8) 14 x 1074 K1
Emissivity (¢) 0.3 -
Graphite Electrical conductivity (o) 7.54 x 10* Sm~!
Thermal conductivity (k) 108 — 0.0864T +2.304 x 107°T2 Wm 1K1
Emissivity (¢) 0.66 -
Insulator Electrical conductivity (o) 0 Sm™1
Thermal conductivity (k) 0.3 Wm1K!
Emissivity (€) 0.5 -
Helium Electrical conductivity (o) 0 Sm~1
- 6.35 x 1072 +3.1 x 1074T e
Thermal conductivity (k) o044 x 10-8T2 Wm1K!
Quartz Thermal conductivity (k) 1+1.25 x 1073T Wm-1K-1
Emissivity (¢) 0.4 -
Chamber Emissivity (€) 0.1 -
Coil Emissivity (e) 0.005 -

The governing equations for the melt flow are the continuity, momentum balance, energy balance,
and mass transport equations that take the following forms in the present model, respectively,

V-u=0, 1)
ou _ 1 2, B, R _
=t Vu = pr—i—vV u+ ) + ) gB(T —Ty), )
oT _ 2 Q
5 tu VT =aV T—l—E, ®)
aC 2
g—i—u-Vc:DV c, 4)

where u = (iLy, Uy, u) is the melt flow velocity in the Cartesian system (x, y, z), p pressure, y the melt
viscosity, Fg and Fy are respectively the Lorentz force densities induced by the induction coil and
the applied RMF, while g represents the gravitational acceleration,  thermal expansion coefficient, T
temperature, Tj the reference temperature, « the melt thermal diffusivity, Q is the heat generation, c
the carbon concentration in the silicon melt, and D is the diffusion coefficient of the carbon in the melt.
The associated boundary condition for the flow velocity along the crucible walls and seed is no-slip,
u = 0, and that along the free surface is

u, 0T oduy 9T -

Vg —U'Tgf Hg —UT@/ u; =0. ©)

The crucible and seed temperatures are calculated by the model of radiation and heat transfer in

the furnace, which can be found in [13]. An equilibrium concentration was assumed along the crucible
walls and seed, which is defined by

Psi  Xeq 2.714-10.623/T
Cog = , Xeq = 10 , 6
U7 Mg 1—xeq” ™% ©
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where pg; is the liquid silicon density, Mg; is the molar weight of silicon and xeq is the carbon
molar fraction.

2.2. Rotating Magnetic Field

The ¢1-¢o RMF model [17] was introduced to calculate the RMF body force. In this model,
the external RMF in the Cartesian coordinates is described as

Bg = —Bysin(wt)ey + By cos(wt)ey, (7)

where By is the magnetic field amplitude, w is the rotating frequency, and ey, e, represent the unit
vectors in x, y directions. The skin depth is much larger than the characteristic length R (crucible
radius), 0 = /2/0.pow > R, when the frequency is f = w/2m = 50 Hz, where ¢, and y are the
electrical conductivity and magnetic permeability, respectively. Thus, the RMF completely penetrates
into the melt without any change. The electric current density induced by RMF is given by

Jr =0e (E+u X Bg). 8

The magnetic field Bg, and an electric field, E, can be expressed as follows in terms of a vector
potential A and a electrical potential ¢

Bx = VXA, ©)
JA

E = - <V¢+ at)’ (10)

A = —[Byysin(wt) — Box cos(wt)] e, (11)

¢ = ¢1sin(wt) + ¢y cos(wt), (12)

where e; is the unit vector in the z-direction, and ¢ was decomposed into ¢; and ¢,. Assuming that
the melt flow is much slower than the RMF rotation, the components of the Lorentz force Fg = Jr X Br
are expressed as averaged over one time period

o [0 ]
Fo = 3B |32+ (coy—uoh), (13)
o [d¢;
Fy = EBO -g + ((Ux - T/ly)BO , (14)
_ 0, [ 991 O ]
FZ — EBO W W ZMZB()_ . (15)

By the irrotationality condition, V - Jr = 0, the governing equations for ¢; and ¢, become

ou, Ju
2 = — 24 Y
V=g e 16)
ou, du
2 _ z x
Ve = e + % (17)
The boundary conditions for the electrical potentials, ¢ and ¢, are derived from Jr - n = 0:
]
% — [(~Bowx)es] -, (18)
)
2 — [(Bowy)ed] n. (19)

on
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The non-dimensional number for the electromagnetic field, the thermocapillary number, the
magnetic Taylor number for RMF, and the seed rotation Reynolds number are, respectively, defined as

EM =

|FE,max|R3 R orATR . B%R4wag R _ QRSseed' (20)

sz 7 e(T pvz 7 Tam - 2p1/2 7 EQ

Here, (2 is the rotation rate and Rgeqq is the seed radius. The governing equations are discretized
by the finite volume method, and solved using an open-source software, OpenFOAM. Furthermore,
mesh dependency was verified in our previous work [1].

3. Results and Discussion

In this section, the simulated cases are listed in Table 2.

Table 2. Input parameters used for induction coils.

Case RF Frequency RF Current RMEF Intensity RMF Frequency Seed Rotation

(kHz) (A/m?2) (mT) (Hz) (rpm)

1 10 8.57 x 10° - - -

2 25 6.285 x 10° - - -

3 40 5.285 x 10° - - -

4 10 857 x 10° 3 50 -

5 25 6.285 x 10° 3 50 -

6 40 5.285 x 10° 3 50 -

7 25 6.285 x 10° 3 50 60

8 25 6.285 x 10° 3 50 —60

3.1. Effect of Input Parameters on the Melt Flow

Figure 2 shows the thermal field in the whole furnace for Cases 1, 2, and 3 in the vertical plane
(y = 0). The computed results indicated that the coils frequency and current only changes the range of
temperature values without affecting the distribution. The lower temperature value can be obtained
by using low frequency RF-coils. Figure 3 presents the computed Lorentz force density distribution
of the electromagnetic field corresponding to these three cases. The strong Lorentz force penetrates
completely into the melt in Case 1 where low frequency and strong coils current values are used.
The Lorentz force density significantly decreases in Case 3, at the high frequency and low current
values. This prediction is in agreement with that given in [13]. The calculated non-dimensional
numbers EM in Cases 1, 2 and 3 are 1.86 x 107, 8.85 x 10% and 4.49 x 108, respectively.

The snapshots of flow velocity vectors at the top horizontal plane are shown in Figure 4. The melt
flow in Case 1 is faster than those in Cases 2 and 3. However, the free surface in Case 2 and Case 3 clearly
appears as a folded wave due to Marangoni instability, and it may generate spoke-like patterns as
discussed by Wang et al. [1]. Figure 5 shows the time-averaged flow velocity vectors and temperature
distribution in the melt in the vertical plane (y = 0). In all three cases, we observe flow patterns
that consist of vortices induced by the electromagnetic field and Marangoni convection along the
free surface with varying intensity. Examination of the computed temperature difference in Figure 5
gives a thermocapillary number |Re,| ~ 4.8 x 10° in all three cases. However, the strengths of the
Marangoni flow below the seed crystal in the melt are different. For instance, in Case 1, the Marangoni
convection below the seed is weak and not so notable as seen in Figure 5a. This is because of the
dominance of the strong electromagnetic field-induced (EM = 1.86 x 10”) flow in this case. However,
Marangoni convection becomes very apparent below the seed in Cases 2 and 3 as seen in Figure 5c,e
as the contribution of electromagnetic flow gets weaker in this region. We also note that, in Case 1,
the Marangoni convection along the free surface towards the crucible wall becomes more pronounced,
as seen in Figure 5a, and gives rise to the generation of vortices at the upper part of the melt near the
crucible wall.
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On the other hand, the examination of the computed temperature field shows that, in Case 1, a
lower heating temperature is predicted along the crucible wall. This is because of low heat generation
at the smaller coil frequency. In this case, in order to obtain relatively higher temperatures, a higher
electric current density is needed. However, due to the larger EM in Case 1, heat transfer in the melt is
enhanced by the upward flow, and a flat and thin temperature boundary layer was predicted along
the seed. Meanwhile, as seen from Figure 5df, in Cases 2 and 3 at the high frequency and low electric
current values, the EM strength decreases and, consequently, the temperature boundary layer below
the seed becomes thicker and steeper as the Marangoni convection gets stronger in this region.
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Figure 2. The thermal field in the furnace in the vertical plane (y = 0) for (a) Case 1, (b) Case 2,
and (c) Case 3.
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Figure 3. Lorentz force density distribution in the melt in the vertical plane (y = 0) for (a) Case 1,
(b) Case 2, and (c) Case 3.

PR

Figure 4. The instantaneous flow velocity vectors at the top horizontal plane of the melt for (a) Case 1,
(b) Case 2, and (c) Case 3.
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Figure 5. Time-averaged flow velocity vectors and temperature distribution in the vertical plane (y = 0)
for (a,b) Case 1, (c,d) Case 2, and (e,f) Case 3.

Figure 6a—c present the time-averaged supersaturation distribution in the melt in all three
cases while Figure 6d shows the supersaturation profiles in the melt along the seed surface. In the
computations, the supersaturation S is calculated by using (¢ — ceq)/Ceq. As seen from Figure 6a—c,
in all cases, high supersaturation is observed in the region below the seed, and its strength gets stronger
as the EM intensity decreases. We also note that in Cases 2 and 3 the region of high supersaturation
becomes much steeper due to the contribution of Marangoni convection. However, in Case 1, this
region is thinner as seen in Figure 6a. Such a thin supersaturation region may lead to the dissolution of
seed and prevent growth.

In order to provide a more quantitative perspective, the supersaturation profiles in the melt
along the seed surface are presented in Figure 6d. As seen, the supersaturation profile in Case 1 is
more uniform compared with those of Cases 2 and 3. This shows that the effect of Marangoni flow
becomes more dominant in the center as the ratio of EM/Re2 becomes smaller. This ratio represents
the contribution of electromagnetic field with respect to Marangoni convection. The smaller value of
the ratio indicates a larger non-uniformity in supersaturation distribution. Thus, we can conclude that
an optimal supersaturation uniformity can be achieved when this ratio is higher than 0.004.
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Figure 6. Time-averaged supersaturation distribution in the melt at the vertical side for (a) Case 1,
(b) Case 2, and (c) Case 3; (d) the computed supersaturation profiles in the melt along the seed surface.

3.2. Effect of External RMF on the Melt Flow

In this section, we present the simulation results when an applied RMF is considered. For this
purpose, we selected the values of magnetic field intensity and rotating frequency as 3 mT and 50 Hz,
respectively. This corresponds to the magnetic Taylor number of Ta, = 1.73 x 10°. The snapshots
of velocity vectors at the top plane are shown in Figure 7. Compared to Figure 4, the flow turns
to the azimuthal direction when under an external RMF, and the case with smaller EM appears to
be more significant azimuthal flow (Case 6). Thus, the folded wave is suppressed by RMF. As seen
from the time-averaged velocity vectors in Figure 8a—c, the application of an RMF alters the flow
structures of the melt significantly. It suppresses the radial component of Marangoni convection in
the melt while it induces an outward flow below the seed and an upward flow near the bottom of
the melt. The influence of RMF becomes more pronounced as the EM field intensity decreases. As a
result, the higher supersaturation region below the seed is in Case 1, flattens in Case 2 and eventually
disappears in Case 3.

Figure 8d—f present the time-averaged supersaturation profiles along the seed and compared
those in the absence of an applied RMF. As we see, in Case 4, the application of RMF reduces
supersaturation in the center without affecting its distribution near the seed edge (see Figure 8d).
In addition, the supersaturation profile is more uniform than those of Cases 2 and 3 for which
the values of Ta,,2/EM are higher and that of Tan/Re, is 3.6. In Case 6, when Ta,2/EM > 3400,
the supersaturation decreases sharply and its distribution becomes non-uniform. These results show
that the application of an external RMF may improve growth conditions for a more uniform crystal
growth. However, the RMF intensity needs to be selected carefully with respect to the coils” input
parameters. For instance, when we select Tay2/EM < 3400, Ta,, /Rey is 3.6 or slightly smaller than
3.6 in which case we obtain an optimum condition for uniform growth. If we select Ta,>/EM > 3400,
Tay, / Rey must be much smaller than 3.6 in order to avoid a rapid decrease in supersaturation which
will not be a favorable condition for growth.



Crystals 2020, 10, 111 90f12

U (m/s) U (m/s) U (m/s)
0.1 02 0.1 0.04 0.08 0.12

TS
5 ,}5_;}5

Figure 7. Flow velocity vectors in the upper plane of the melt under the influence of RMF for (a) Case 4;

(b) Case 5; and (c) Case 6.
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Figure 8. Time-averaged velocity vectors (a—c) and supersaturation distribution in the melt along the
seed surface (d—f) in the melt at the vertical side for (a,d) Case 4; (b,e) Case 5; and (c,f) Case 6.

3.3. Combined Effect of Seed Rotation and RMF

Our previous studies [1,2] have shown that the effect of seed rotation is significant when the effect
of magnetic fields are taken into account, while it is limited in the absence of magnetic fields. In order
to examine this further, we considered a seed rotation of 60 rpm in Case 2 (selected as a reference case)
under the effect of an applied RMF. Simulation results are presented in Figure 9. The time-averaged
flow velocity vectors in the upper plane of the melt are presented for two cases: Case 7 in which RMF
and seed rotation are in the same direction, and Case 8 in which RMF and seed rotation are in opposite
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directions (the opposite direction was represented by a negative sign in front of the seed rotation
Reynolds number).

Figure 9. Time-averaged flow velocity vectors in the upper plane of the melt: (a) RMF and seed rotation
are in the same direction (Case 7), (b) RMF and seed rotation are in the opposite direction (Case 8).

Figure 10a,b show the time-averaged velocity vectors in Cases 7 and 8, while Figure 10c presents
the associated supersaturation profiles. As seen from Figure 10a,b, the melt flow is affected only in the
vicinity of the seed. In Case 7, the carbon transport to the seed is enhanced and the downward flow
below the seed is suppressed. This is due to the fact that the contribution of seed rotation was more
effective when RMF and seed rotation were in the same direction.

In Case 8, however, being in the opposite direction, seed rotation balances the effect of the
RMF-induced azimuthal flow. As a result, in this case, the downward flow is enhanced and
the supersaturation decreases. This can be seen more quantitatively from Figure 10c. A higher
supersaturation and more uniform supersaturation profile are predicted in Case 7 where the seed
rotation is in the same direction of the applied RMF. However, in Case 8, the supersaturation
value decreases and the supersaturation profile uniformity becomes worse than the case with no
seed rotation.
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Figure 10. Time-averaged velocity vectors and supersaturation distribution in the melt at the vertical
side for (a) Case 7 and (b) Case 8; (c) the supersaturation profiles in the melt along the seed for the
cases without and with seed rotation.
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4. Conclusions

A three-dimensional numerical simulation study was carried out to investigate the effects of
input parameters of induction coils and an applied rotating magnetic field on the melt flows in the
Top-Seeded Solution Growth (TSSG) process of SiC crystals. The following conclusions were drawn
from the study:

1. Fluid flow in the melt of the TSSG system is mainly the combination of an electromagnetic flow
induced by the Lorentz force in the melt body, and Marangoni convection along the melt free
surface driven by surface tension gradient.

2. Higher coil frequency can reduce the Lorentz force density and enhance the heating temperature.

3. Electromagnetic flow can suppress Marangoni convection near the seed. At the higher
coil frequency, the downward flow below the seed due to Marangoni convection becomes
more pronounced.

4. Marangoni convection leads to a non-uniform supersaturation distribution in the melt along the
seed surface. The supersaturation profile exhibits a high-low-high pattern from the seed center to
its edge.

5. An applied RMF can reduce supersaturation below the seed center, and the effect of RMF
becomes more significant as the electromagnetic field weakens. When Tu,,2/EM < 3400,
Tay / Rey is 3.6 or slightly smaller than 3.6 a uniform supersaturation distribution can be achieved;
however, when Ta,,, 2/ EM > 3400, Ta,, / Rey should be reduced significantly in order to obtain the
desired uniformity.

6.  When RMF and the seed rotate in the same direction, supersaturation below the seed increases.

We can conclude that the present numerical results suggest the possibility of controlling the melt
flow in the TSSG system of SiC by means of an applied RMF and seed rotation. However, it must
be mentioned that, since the possible combinations of input parameters of coils, RMF intensity and
frequency, and seed rotation rate are many, an optimization study would be an interest as a future work.
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