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Abstract: In materials science, crystal lattice structures are the primary metrics used to measure the
structure–property paradigm of a crystal structure. Crystal compounds are understood by the number
of various atomic chemical settings, which are associated with Wyckoff sites. In crystallography, a
Wyckoff site is a point of conjugate symmetry. Therefore, features associated with the various atomic
settings in a crystal can be fed into the input layers of deep learning models. Methods to analyze
crystals using Wyckoff sites can help to predict crystal structures. Hence, the main contribution of
our article is the classification of crystal classes using Wyckoff sites. The presented model classifies
crystals using diffraction images and a deep learning method. The model extracts feature groups
including crystal Wyckoff features and crystal geometry. In this article, we present a deep learning
model to predict the stage of the crystal structure–property. The lattice parameters and the structure–
property commotion values are used as inputs into the deep learning model for training. The
structure–property value of a crystal with a lattice width value of one-half millimeter on average
is used for learning. The model attains a considerable increase in speed and precision for the real
structure–property prediction. The experimental results prove that our proposed model has a fast
learning curve, and can have a key role in predicting the structure–property of compound structures.

Keywords: deep learning; classification; atom diffusion; crystals; lattice distribution

1. Introduction

Crystal structure–property in crystal structures is a pervasive property phenomenon
that is observed in the topological centers of the crystal compounds of [1–3], crystal sep-
aration [4,5], and energy extraction [6,7]. The crystal structure–property is triggered by
a thermal structure–property under a temperature incline gradient as a weight transfer
process [8,9]. The crystal structure–property process in a crystal structure can be described
using the structure–property from a crystal structure that is impacted via the lattice di-
mensions [10–12]. Substantial efforts have been dedicated to investigating the crystal
structure–property process in a crystal structure. Conventional models for predicting the
actual structure–property of a crystal structure incorporate laboratory metrics [13], simu-
lations (e.g., the crystal structure–property simulation model [14] and crystal dynamics
techniques [15–17]), and mathematical functions [18–20]. For instance, the researchers
in [17] utilized a mathematical Wyckoff function to predict the crystal structure–property of
a system, and their experimental results agreed with the metrics performed for another crys-
tal structure. While the recent research can precisely estimate the actual structure–property
of a crystal structure, the models used are very slow and have a high computational load,
particularly for a crystal structure with a large input size. The lattice parameters of the
crystal structure are measured by the introduced augmentation method. The lattice param-
eters and the structure–property values are used as inputs into the deep learning model for
training. Crystallography tables depict the Wyckoff properties for different crystal groups.
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In recent research, deep learning models have attracted attention for predicting the
structure–property processes in crystal structures [21–25]. These are unlike other models
that strictly obey physical analyses to accomplish mapping, particularly for approximate
relations [26–28]. Taking the crystal flow in the crystal structure, neural models can be
utilized to produce a result for the Bayes Wyckoff function from visual inputs. Deep neural
models trained on visual inputs in the structure–property classification of crystal structures
are in constructions views. The researchers in [29] classified the heat conductibility of
crystal structures with a lattice in pictures using neural models. The researchers proved
that models that have moderate heat conduction in crystal structures are much better for
training. Thus, the researchers in [29–32] determined the conductivity factors of crystal
structures through deep learning networks, as the input data were selected from alternate-
view spatial structures. The researchers in [33] found large molecules of Wyckoff crystal
structures utilizing intelligent learning. The researchers discovered that these neural
networks have higher accuracy in predicting a large-molecule structure–property of fused
structures. The experimental results show that deep learning methods can be used to
explain structure–property in crystal structures.

Nevertheless, deep learning models have gained attention for predicting the crystal
structure–property process in a crystal structure [33]. Wyckoff crystal structures with
lattice in pictures use neural models. Mathematical Wyckoff functions predict the crystal
structure–property of systems, and their experimental results showed agreement with
metrics performed for some crystal structure [34–37]. To investigate this issue, CNNs
that use multi-dimensions to predict the crystals are required. CNNs can predict barrier
structure–property [38].

In [38], the authors introduced features of the photonic band gaps for three-dimensional
nonlinear plasma photonic crystals.

A comparison of current research in structure–property in crystals with different lattice
distribution prediction deep learning models is represented in Table 1.

Table 1. Recent research in structure–property in crystals with different lattice distribution prediction
deep learning models.

Ref. Method Model Features in Input
Data

Structure Type
Outputs Average Accuracy

[13] Binary classification Visual similarity
matrix 33 Garnet, perovskite

oxides 90.23%

[14]
Structure–property in crystals

with different lattice
distribution identification

Recurring CNN 150 Garnet, perovskite,
spinel oxides 85.76%

[15]

Classification of
structure–property in crystals

with different lattice
distribution and healthy cases

Deep learning CNN 50
Garnet, hexagonal,
ilmenite, layered

perovskite and spinel
93.7%

[16]

Classification of
structure–property in crystals

with different lattice
distributions into three stages

(preliminary, moderate,
severe cases)

Deep CNN
architecture 42

Garnet, perovskite,
spinel oxides and

perovskite
93.4%

[17]

Structure–property in crystals
with different lattice

distributions and vacancy
classifications

CNN and discrete
cosine transform 163 Perovskite and

spinel oxides 91.5–97.5%

[18]
Structure–property in Crystals

with different lattice
distribution classifications

Transfer learning 70

Hexagonal
perovskite, layered
perovskite, spinel

oxides

91.5%
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Table 1. Cont.

Ref. Method Model Features in Input
Data

Structure Type
Outputs Average Accuracy

[19]
Structure–property in crystals

with different lattice
distribution classifications

Deep learning
recurring CNN

model
153

Fluorite, halite,
ilmenite, spinel,

and others

93.5% with higher
CPU time

[20]
Structure–property in crystals

with different lattice
distribution gradings

Textural-based
feature extraction 33

Hexagonal
perovskite, layered
perovskite, spinel,

fluorite,
halite, ilmenite

93.67%

[21]
Structure–property in crystals

with different lattice
distribution classifications

Texture and hue
feature extraction 150

Perovskite, layered
perovskite, spinel,

fluorite,
halite, ilmenite

92.2%

[22]

Diffraction images
structure–property in crystals

with different lattice
distribution gradings

Genetic algorithms 102 Spinel, fluorite, halite,
ilmenite 92.8%

[23]
Prediction of structure–property
in crystals with different lattice

distributions at high speeds

High-speed
recurring CNN 42 Spinel, fluorite, halite,

ilmenite 91.3%,

Our proposed model Deep learning 130

Perovskite, layered
perovskite, spinel,

fluorite, halite,
ilmenite, spinel

98.3%

In this research, a deep learning model is proposed to classify various crystals using
Wyckoff sites. The crystals are categorized according to Wyckoff positions. The proposed
model utilizes the counts of various Wyckoff sites to extract the representative features.
The proposed methodology is a multiclass classification model that classifies perovskite,
layered perovskite, fluorite, halite, ilmenite, or spinel. Features are extracted from the
crystal Wyckoff position. The crystal’s structure is represented with multiple crystal sites,
using crystal overlays and their displacements. The model considers multiple parameters
in the crystal, such as the shape’s parameters in three dimensions. The performance of
the proposed deep learning model verifies the capability of the feature selection criteria.
Furthermore, the model has two emphasized criteria: (a) Wyckoff site prediction is vali-
dated by training in less time and (b) different compounds with the same structure can be
differentiated due to the deep feature map.

In our research, we made the following contributions:

• A supervised deep learning CNN model that directly maps Wyckoff crystals into a
structure–property value is proposed.

• An augmented CNN is introduced.
• The proposed CNN extracts hidden features from the crystal structure and defines the

required information utilizing its predictions.
• The following crystal structures are predicted: perovskite, layered perovskite, spinel,

fluorite, halite, and ilmenite.

This article is organized as follows. Section 2 presents the materials and methods.
Section 3 presents the training process of the CNN model. The conclusions are introduced
in Section 4.

2. Materials and Methods

Wyckoff is used to investigate crystal structure–property parameters in deep learning
models. It is anticipated that the crystal structure–property process occurs in the spaces
of bulk structures. The structure–property process is impacted by the size of the crystal,
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which is calculated using the dimensions of the crystal, the bulk of the crystal, and the
crystal itself.

Features must be extracted from a Wyckoff position for the crystal to be used for CNN
training and validation. Crystals are classified from the testers in various Wyckoff positions,
as depicted in Figure 1.
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Figure 1. Wyckoff sites in unit cells of (a) C2; (b) C4; (c) C3; (d) C6 two-dimensional Bravais lattices
(similar colors specify equivalent Wyckoff positions). Wyckoff positions are symbolized by a, b, c,
and d.

The crystals are characterized with a method where multiple sites of the crystals are
situated. It is projected that the crystal overlay and their displacements are uniformly
distributed. The crystals are Wyckoff-sited in the cubic space to form the volume of the
crystals (S = a × b × c). There are multiple parameters in the crystal (the shape parameters,
namely the angles in the three dimensions x,y,z of the structure), as depicted in Figure 2.
The unit cell segment volume (V) is computed from the lattice lengths (a,b,c) and angles
(x,y,z). Given that the cell sides are denoted as vectors, the volume V is the scalar product
of the three vectors. The volume is computed as follows:

V = a× b× c
√

1 + 2 cos x cos y cos z− cos2x− cos2y− cos2z

The parameters are the segment volume (V); the threshold (€), which crystallographi-
cally describes the distinguishable threshold between different crystals; the average distance
between atoms of the crystals (wAvg); and the distance variance (σ2), which is the devi-
ation of the predicted distance wAvg from the ground truth from the labelled crystals in
the dataset.

The restorations have a wAvg of 1.2 mm (unit), σ2 is equal to 0.7 mm, and € is equal to
0.13, which are all static values. The loci are unfixed with variable values 0.19 up to 0.35
with a step of 0.2.

Once the parameters of the built crystals are calculated, the crystals in the lattice of the
arrangement use the concentration (Conc) gradient ( ∂Conc

∂t ). This is organized by the crystal
distribution rules [33], which are formulated as follows:

∂Conc
∂t

= ∇(Sb −∇Conc) (1)

where Sb is the Wyckoff crystal structure–property value. The concentration in the space
is denoted by Concout at threshold € ≤ 0.13. The three dimensions (x, y, and z), where the
borderline settings for the conforming domains are depicted as follows:

Conc = Concin, x = 0 and > 0 (2)

∂Conc
∂x

= Concout, x = Sbx and € ≤ 0.13,

∂Conc
∂y

= 0, y = 0 or Sby and € ≤ 0.13,
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∂Conc
∂z

= 0, z = 0 or Sbz and € ≤ 0.13
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The crystal’s structure–property PSP method calculates the real structure–property
value in the learning stage of the deep learning model. The PSP method is precise in
classifying the crystal’s structure–property [35].

The structure–property formulas use the time series technique, in which the definite
structure–property value of complex substance is realized. The PSP algorithm is shown in
Figure 3.
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The Wyckoff function to calculate the PSP parameters Pi (i = 1 to n) is defined as follows:

Pi(Conc + Sit, T + t)− Pi(Conc, T) =
1
r

[
Pi(Conc, T)− Pequil

i (Conc, T)
]

(3)

where Pi is the crystal distribution parameter, C is the location, S is the structure vector, t is
the time step, Pequil

i is the equilibrium point, and T is the current relaxation period.
D is the Wyckoff function of the crystal structure–property value, which is defined

as follows:

D =
3Sd

Conc2t
+

(
1
2

)
(4)

To eliminate computational errors in the experiment, the reduction period is given
a value so that it is proven to be stable. Non-stable patterns are used at the input and
intermediate computations for fixed attentions. These patterns are performed on the three
axes due to the accuracy in the border shape width [37–42]. The manner in which the
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PSP determines the unbalanced crystal structure–property data in order to realize the
steady-state condition is depicted as follows:

Concsteadystate =

√√√√∑
x,y,z

(
Conct+ 1

2
x,y,z − Conct

x,y,z

)2
/ ∑

x,y,z

(
Conct+ 1

2
x,y,z

)2
< € (5)

where Conct+ 1
2

x,y,z and Conct
x,y,z are defined in the period t to t+ 1

2 . The structure–property, the
concentration (Conc), and the crystals’ weight Wt at each axis can be calculated as follows:

Conc = ∑
i

Si (6)

Wt =
(
Wtx, Wty, Wtz

)
∑

i
(Si)

t−0.5
τ (7)

After computing (Conc) and (Wt) at each axis, the real structure–property value of the
crystal structure is standardized by dividing the value across the structure–property axis.

The proposed CNN uses an input layer that is fed with input blocks to learn the
convolutional layers from these blocks. The ReLu Wyckoff function extracts the key
parameters of those blocks. The average pooling layer will calculate the mean value via
the vector produced by the pooling layer to lessen the CPU time load and to extract the
significant parameters. The selected layer escapes the overfitting problem by erasing part
of the produced pooled output. The pooled output and the dense layers will declare the
last classification choice. In this article, the input is fed into the dense layers which select
key parameters and build the representative vectors. The average parameter values are
sampled by the average pooling of double layers. The characterized parameter vectors are
fed to the ReLU layer to represent nonlinear features. The dense layers will incorporate the
data and classify it.

2.1. The Augmentation CNN Training Phase

The proposed CNN model has an input initial layer that utilizes input partitions and
fed the input into the dense layers. The dense layers extract the key parameters of each
convolution block. The average pooling then calculates the average from the feature vector
partition between the pooling filter to reduce the CPU time and extract the significant
features. Dropout functions are used to evade overfitting by eliminating random portions
of the output. The dense layers select the ultimate predicted class. In our paper, the input
objects are fed into the neural layers which select the parameters and compute the feature
vectors. The average feature vectors are combined by the average pooling Wyckoff function.
The selected feature vectors are fed into the ReLU to add nonlinear values. The dense layers
will summarize the vectors and fed it to the classifier.

2.2. The Augmentation of the CNN Learning Stage

The learning stage of deep learning techniques needs a large training dataset. Long
impractical training times are also required. To solve this issue, a particular crystal will
be altered via a data augmentation algorithm. In our model, large vacancies and their
selected parameters are divided into lower dimension crystal using the sliding box three-
dimensional algorithm (SBT). An (8 × 8 × 8) sliding box slides across the original data to
increase the number of data items. During the box sliding, symbolic structures are chosen
to stop the SBT from choosing equivalent blocks. The real structure–property functions
of the lesser volume crystals can be calculated with the approved crystal weight through
crystal structure–property actions. The foundations for using the sliding augmentation
model are described. At the final phase, we divide all the 24 primary lattice crystals with
sizes 0.23 and 0.41 and units of (256 × 256 × 256) into sub-structures with dimensions
of (128 × 128 × 128). The dimensions of the computed sub-structures have sizes which
range from 0.35 to 0.51. The features of the computed sub-structures (128 × 128 × 128)
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are altered from the primary crystal, because computing lower dimension sub-structures
produces randomness. The primary crystals contain lattices with an unsystematic shape
and the generated sub-structure has an unsystematic shape. The course of dividing the
primary large crystals into lower dimension sub-structures will produce a diverse crystal
weight distribution. Their real structure–property functions are calculated by their crystal
weight values. This process can reduce the time generating ample crystals and the time
using the chemistry labs. The produced 16,000 sub-structures and their calculated real
structure–property functions are utilized in the training phase.

2.3. The Proposed CNN Neural Model

The crystal is a combination of crystal diffraction images captured from frontal views.
The three-dimensional relations are used by the dense layers. A deep learning model
can diminish the time-consuming challenge and permit the computation with a structure
instead of a construct.

The data pattern and its real structure–property value are fed as input.

Subi = {x, y, z, G(x, y, z)}where i = 1 to N (8)

where x,y,z are the real axis and each value is from 1 to 128, and N is equal to 16,000.

G(x, y, z) = g
{

g ≥ 1(solid)
g = 0(hole)

(9)

The real structure–property value is calculated by the PSP. Dimensions of 0.42 and
0.51 are utilized for training. Henceforward, a down-sized training dataset with 8000 items
are fed into the input layer. Other data (4000) with lattice of sizes 0.31 to 0.71 are utilized in
classification [21].

3. Experimental Results

In this section, we study the precision of the proposed PSP model, where hyper-
parameters are selected.

3.1. Datasets

This research proposes a deep learning technique on the dataset of crystal structures
utilizing Wyckoff positions. The dataset is a public dataset found at [21]. The datasets are
composed of high-resolution crystal lattice structures images taken as diffraction images.
We utilized two datasets: the first one is composed of 8000 labelled samples of sizes larger
than 0.71 mm, while the second dataset is composed of 4000 labelled samples with lattice
of sizes 0.31 mm to 0.71 mm to be utilized in classification [21].

The two datasets are distributed, as depicted in Table 2. The datasets are partitioned
as 70% for training 15% for validation and 15% for testing.

Table 2. The distribution of the datasets.

Crystal Structure First Dataset Second Dataset

Perovskite 1300 950
Layered perovskite 1200 800

Spinel 1500 860
Fluorite 1300 802
Halite 1250 870

Ilmenite 1450 718

Some Wyckoff positions with site symmetry and their coordinates are depicted in
Table 3.
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Table 3. Wyckoff positions with site symmetry and their coordinates.

Wyckoff Position Site Symmetry Coordinate

32p 1 x,y,z

16o .m. x,y,0

16n m.. x,0,z

16m 2.. 0,y,z

16l .2. x, 1
4 , 1

4

16k ..2 1
4 , y, 1

4

16j mm2 1
4 , y, 1

4

8i m2m 0,0,z

8h 2mm 0,y,0

8g 222 x,0,0

8e ..2/m 1
4 , 1

4 , 1
4

8d .2/m. 1
4 , 1

4 , 0

8c 2/m.. 1
4 , 0, 1

4

4b mmm 0, 1
4 , 1

4

4a mmm 0,0,0

3.2. Extraction of the Hyper-Parameters

The hyper-parameters are the count of dense layers DL, the seed size Seeds, the count
of nodes in each dense layer N NodeD, and the ReLU functions React. These factors are
computed prior to the training phase. The hyper-parameters enhance the model’s accuracy.
The hyper-parameters are extracted by reducing the mean square error (MSE) from the m
input substructures and are calculated as follows:

MSE =
1
m

m

∑
k=1
|
(

SConc(e f f )ADA − SConc(e f f )CNN
)
| (10)

When the MSE Wyckoff functions converge, the hyper-parameters are deliberated as
acceptably learned. Then, the PSP concentration prediction SConc(eff ) will be calculated
to be used as an accuracy metric for extracting the hyper-parameters. Table 4 shows the
mean square error of the predicted results and the actual values. The total square error T is
calculated as follows:

T =

∣∣∣(SConc(e f f )ADA − SConc(e f f )CNN
)∣∣∣

SConc(e f f )CNN (11)

Table 4. Total error of the CNN models with hyper-parameters.

Number of CNN
Convolutional

Layers

Dropout Values

0.5 0.7 0.9

Total Error Value

12 4.5 – –

16 1.5 0.8 –

20 0.4 0.3 0.1

The training curve, as shown from Table 2, proves that:
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• Growing the dropout value enhances the precision value.
• Organizing 20 CNNs and higher dropout values attains higher precision and less error.
• The proposed model attains a low 0.1 total error in the testing phase.

The learning cross-entropy value will quickly converge and narrowly converge at
500 epochs. The cross-entropy value fluctuates in the procedure and lessens to 0.05 after
1400 epochs. The testing cross-entropy value will congregate, proving that the introduced
method will stabilize, as displayed in Figure 4.
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After model testing and validation, the hyper-parameters are computed. The structure
of the CNN model is displayed in Table 5.
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Table 5. CNN model layers and hyper-parameters.

Layer Number Layer Filter Size Activation

1 Input 56 × 56 × 56 –
2 Dense layers 36/5 × 5 × 3 –
3 Average pooling 5 × 5 × 5 ReLU
4 Dense Layers (second block) 60/5 × 5 × 3 –
5 Pooling 2 × 2 × 2 (max) ReLU
6 Dropout layer 0.5–0.7–0.9 –
8 Regulation 46 ReLU
9 Dense layers (third block) 90/5 × 5 × 3 –

10 Dropout 0.5 –
11 Classifier Softmax
12 Output –

The correctness of the CNN is confirmed by comparing the ground truth structure–
property value in the Softmax classifier of the CNN and the PSP structure that computes
the real structure–property values for the testing data with lattice of sizes 0.32 to 0.71, as
predicted by the model, the PSP, and the results in [40].

To study the accuracy of the proposed model, several metrics are employed, which
demonstrate the model’s efficiency in classifying atom diffusion from the diffraction images.
The performance metrics are recall, f1-score, precision, and accuracy, as depicted in Table 6.

Precision =
TP

TP + FP
(12)

Recall =
TP

TP + FN
(13)

Accuracy =
TP + TN

TP + TN + FP + FN
(14)

F2− Score =
2× Recall× Precision

Recall + precision
(15)

Table 6. Classification report of our model with augmentation learning.

Our Model with Augmentation Learning
Predicted Crystal Structure Precision Recall F2-Score

Perovskite 0.97 0.99 0.96
Layered perovskite 0.96 0.96 0.96

Spinel 0.96 0.96 0.97
Fluorite 0.97 0.92 0.96
Halite 0.98 0.94 0.97

Ilmenite 0.96 0.95 0.95

The confusion matrix of predicting structure–property from diffraction images in
Table 7 depicts the ground truth vertically and the predicted structure–property horizontally
from the generated images of 16,000 sub-structures.

In this paper, Table 8 compares the training time between our model and other state-
of-the-art models, contrasting the deep learning model and how transfer learning can affect
the training time complexity. It is also significant to track the trade-off between the CPU
time and the attained accuracy.
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Table 7. Confusion matrix for the proposed PSP.

Crystal Structure Perovskite Layered Perovskite Spinel Fluorite Halite Ilmenite Total Cases
Perovskite 3900 20 50 30 0 0 4000

Layered perovskite 10 3940 20 10 0 0 4000
Spinel 15 5 3450 30 0 0 3500

Fluorite 0 0 26 4470 0 4 4500
Halite 0 5 10 30 4150 5 4200

Ilmenite 10 4 6 10 1 3669 3700

Table 8. Performance comparison of the proposed model versus state-of-the-art models.

Reference Model Average Accuracy (%) Average Training
Time (Hours)

Average Classification
Time (Seconds)

The proposed PSP model 98.5% 11.6 75.3

[18]
Structure–property in crystals

with different lattice
distribution classifications

91.5% 18.1 313.1

[19]
Structure–property in crystals

with different lattice
distribution classifications

93.5% with a higher
CPU time 22.9 619.9

[20]
Structure–property in crystals

with different lattice
distribution gradings

93.67% 17.3 90.3

[21]
Structure–property in crystals

with different lattice
distribution classifications

92.2% 16.3 250.4

[22]

Diffraction images
structure–property in crystals

with different lattice
distribution gradings

92.8% 24.2 412.5

[23]
Prediction of structure–property
in crystals with different lattice

distributions at a high speed
91.3%, 17.2 515.7

4. Conclusions

In this article, we characterized a framework to precisely predict the structure–property
value of a crystal by using a deep learning technique. The crystals of the defect structure are
generated using distribution functions. The actual structure–property value of the structure
is realized by a vacant-defect value by simulating the proposed PSP model. The cubic data,
computed from the processes, are used as an input into the CNN network for training,
validation, and testing stages. The experiment’s results prove that these crystals are very
useful in the convergence of the training learning curve. Although lattice of sizes between
0.40 and 0.50 are used in the training phase, the CNN model established a high learning
capacity and realized the lower mean square errors of ranges equal 0.018% to 1.97% in the
testing stage that involved lattice sizes of 0.31 and 0.71. When the lattice size reached 0.6,
the PSP realized a smaller CPU training time equal to 11.16 h. Both the CPU training time
and classification time are much lower as compared to other models. This proved that our
proposed deep leaning model is a powerful technology that can be employed to predict the
structure–property values of composite crystal structures.
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