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Abstract: The integration of a flow-through cell into a Mach–Zehnder interferometer offers the
possibility to study the dissolution of crystals in detail. The influence of flow on the displacement
velocity of a specific crystal facet and the distribution of the solute concentration around the crystal are
measured simultaneously in a time-resolved manner. The disintegration from the crystal surface and
the mass transfer into the solvent can be separated. We aim to establish an in vitro experiment that
improves the quality of prediction for the bioavailability of active pharmaceutical ingredients. In the
presented feasibility study, glycine was used as a model substance. It was successfully demonstrated
that the set-up is suitable for observing disintegration and mass transfer separately. The description
of the dissolution rate in terms of the Sherwood number as a function of Reynolds, Schmidt and
Grashof numbers clearly shows that with increasing flow rate there is a transition from natural
to forced convection as the dominant mass transfer mechanism. Temporal and spatial resolved
concentration fields visualize the convective mass transfer and also show the influence of convection
on the diffusive boundary layer. No limitation of the dissolution by surface disintegration could be
found in the examined range of flow rates.

Keywords: crystal dissolution; glycine; diffusive layer; forced convection; natural convection; face
displacement velocity

1. Introduction

Drug discovery and drug product development are cost-intensive processes that take
up to 10 years, going through various testing phases [1]. Estimations of research and
development costs for a new drug amount to USD 2.826 billion. Clinical tests account
for approximately 50–58% of this sum [2]. For time and cost reasons, ineffective drug
development should therefore be excluded at an early stage, at the latest before the start
of the clinical phase. The bioavailability of active pharmaceutical ingredients (API) is a
crucial factor. Particularly in the case of orally administered drugs, low solubility or the
slow dissolution of the crystalline form of the API hinders absorption in the human body.
Nevertheless, it is estimated that about 90% of the global market share of pharmaceutical
formulations are orally administered drugs [3]. For several decades, research therefore
aimed to increase solubility. Suggested approaches are, e.g., the synthesis of salt- or co-
crystal forms or the addition of excipients [3,4]. An in vitro study of the solubility and
especially the dissolution kinetics achieved with these methods is essential before entering
the clinical phase.

The United States Pharmacopeia (USP) recommends seven different apparatuses for
routine, in vitro dissolution tests [5]. Most of the studies published on dissolution kinetics
used USP Apparatus 2, the paddle apparatus [6–9]. Some also used USP Apparatus 4,
the flow-through cell apparatus [10–12]. The advantage of the latter is the well-defined
flow and that the API does not accumulate in the solvent that comes into contact with the
sample. Within all these methods, the dissolution kinetics are determined by the time-
dependent concentration of the drug in the solvent. Uddin et al. [5] write that such in vitro
dissolution studies provide the closest link to in vivo performance. We hypothesize that
a resilient prediction of the dissolution in the human body requires that face-specific API
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disintegration rates and mass transfer mechanisms are studied separately. For example,
for aspirin [13], paracetamol [14] or ibuprofen [14], dissolution is assumed to be diffusion-
limited. The hydrodynamic conditions then have a great influence on the dissolution
kinetics, since the diffusion limitation is overcome at higher flow rates [15,16]. Furthermore,
the validation of methods for the in silico prediction of resolution rates of APIs as suggested
by Elts et al. [17] or Dogan et al. [18] also requires experiments in which a distinction
between surface disintegration and mass transfer is possible. A number of methods have
already been presented for determining face-specific dissolution or growth rates in a flow-
through cell. Offiler et al. [19] determined the face-specific growth rate of α-glycine crystals
in an optical cell by automated image analysis that includes automatic indexing of the
facets by Hough transform. Shekunov et al. [20] studied the growth and dissolution of
selected facets of paracetamol in a Michelson interferometer. Moazami Goudarzi et al. [21]
integrated the flow-through cell in an X-ray tomography setup to monitor the 3D structure
during dissolution. Østergaard et al. [22] observed the dissolution of different APIs with
UV imaging. In addition to the projection of the crystal, they obtained spatially and
temporally resolved 2D concentration fields. The multi-microscope approach of Adobes
Vidal et al. [23] combines atomic force microscopy, scanning ion conductance microscopy
and optical microscopy and therefore allows the study of face-specific dissolution rates,
surface quality and the surrounding concentration field.

Another promising approach to simultaneously measure facet-specific growth or
dissolution rates and the surrounding concentration field is interferometric methods. In
the reviews by Verma and Shlichta [24], Srivastava et al. [25] or Eder and Briesen [26],
numerous studies are presented in which the concentration field in the vicinity of a crystal
is measured using interferometric methods. Some authors furthermore determined the
growth or dissolution rate from a sequence of interferograms [27–30]. Adawi et al. [31] and
Hou et al. [32] visualized gravity-induced natural convection and described its influence on
crystal growth. However, until now there have been few studies in which measurements
are carried out under forced convection [33,34].

We propose a measurement method in which an optical flow-through cell is inte-
grated into a Mach–Zehnder interferometer. We describe a procedure where both the
2D concentration field and the face-specific dissolution rate can be determined from the
interferograms. α-glycine is investigated as a model substance. Depending on the flow
velocity, we investigate the face-specific dissolution rate of the (110)-surface of the crystal
and the width of the diffusive layer at the phase boundary. By visualizing the concentration
field and considering dimensionless numbers, the dominating mechanism for mass transfer
during dissolution can be identified.

2. Materials and Methods
2.1. Experimental Set-Up

In the next two sections, the main focus is on the description of the measurement
procedure. Further detailed information, especially on the components used, can be found
in Appendix A.

2.1.1. Optical Set-Up

We use an optical measurement technique to simultaneously observe the shape of
a dissolving crystal and the concentration field in its environment. The concentration
field in the vicinity of the crystal is observed with a Mach–Zehnder interferometer (see
Figure 1). A red HeNe laser with expanded beam is used as light source. The test beam of
the interferometer crosses the flow-through cell with the mounted crystal. When the test
beam and the reference beam, which is not influenced by the sample, are superimposed,
an interference pattern is created. Each interference fringe represents a constant phase
shift between the test and reference beams. Since the concentration along the test beam
affects the phase shift, the 2D concentration field can be determined from the interferogram.
The pattern is observed with two color CCD cameras, CCD1 with a field of view of
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12.1 × 7.6 mm2 and a resolution of 6.29 µm/px and CCD2 with a smaller field of view
(4.5 × 3.7 mm2) but higher resolution (1.83 µm/px). By tilting the beamsplitters, the
distance and the direction of the interference fringes can be adjusted. The fringes in the
bulk solution should be perpendicular to the crystal surface, have a distance that allows
sufficient local resolution, but be clearly separated.
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Figure 1. Experimental set-up showing the Mach–Zehnder interferometer with the integrated flow-
through cell.

According to the set-ups described by Van Dam and Mischgofsky [35] and
Eder et al. [30], the expanded beam of a green HeNe-laser is aligned parallel to the test
beam of the Mach–Zehnder interferometer. When the cameras are focused on the crystal,
their green channels provide sharp images of the crystal without superimposed interference
fringes, whereas the red channels show the interference pattern. During the experiments,
images were recorded every 10 s with both cameras.

2.1.2. Fluidmechanical Set-Up

The flow-through cell (see Figure 2) consists of three aluminum plates sealed against
each other by O-rings. Glass windows in the outer plates allow optical access for the
interferometric measurement. The optically freely accessible area is 70 × 22 mm2. Tube
connections are integrated in one of these plates as inlet and outlet connections for the
flow (red arrows in Figure 2). The middle plate defines the channel geometry. The channel
length was 110 mm. A height of 24 mm was chosen to be able to observe the convection
around the crystal. The plate thickness and thus the channel width should be adapted to
the crystal size in order to keep concentration gradients along the observation direction
low. In the experiments presented here, a plate with 5 mm thickness was used.
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Figure 2. Flow-through cell with the crystal in the center of the channel and marked flow direction.

We studied flow rates from stagnant solvent up to 800 mL/min. We used two
different pumps to achieve different magnitudes of flow rates. For flow rates up to
17.5 mL/min, a Syrris Atlas syringe pump was used. Higher flow rates were achieved
with the gear pump Verdergear VGS040. Using this setup, a mean flow velocity in the
flow-through cell of up to 111 mm/s can be set. For the series of measurements described in
Sections 3.2 and 3.4, at least twelve different velocities were set for each of the three
investigated solute concentrations.

In all experiments, we circulated 300 mL of solvent. In order to keep the tempera-
ture constant, the inlet to the flow-through cell was passed through a water bath with a
temperature that was kept constant at 25 ◦C. To improve heat exchange, the solvent flows
through an aluminum block acting as heat exchanger with contact areas of 40 cm2 to the
solvent and 200 cm2 to the liquid in the water bath. Outside the heat exchanger and the
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flow-through cell, silicone tubing was used. The temperature at the outlet of the cell was
kept in the range 25.0 ± 0.5 ◦C.

2.2. Crystals and Solvents

We used α-glycine crystals and aqueous glycine solutions as a model system because
the required material data are available in the literature. Glycine crystals were grown
at 25 ◦C in crystallization dishes sealed with parafilm. A saturated solution of 0.25 g of
glycine (Apollo Scientific Ltd., Whitefield Rd, Bredbury, Stockport, Cheshire, SK6 2QR,
UK. Catalogue No: BIG0709 CAS Number: 56-40-6 MDL Number: MFCD00008131 Purity:
>99%) per 1 g of demineralized water was seeded with a few sub-mm crystals from a
previous experiment. In the following, glycine concentrations will be reported as loads,
i.e., g glycine/g water. The habit of the crystals is similar to the α-glycine crystals shown
by Han et al. [36]. Based on the data provided by Marsh for the unit cell of α-glycine [37],
we identified the crystal facets from three-dimensional computer tomography (µ-CT) data
with the method developed by Kovacevic et al. [38]. As shown in Figure 3, the facet (110) is
dominating. The crystals were harvested when the (110) face reached the desired size of
about 3.5 mm in width.
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Figure 3. Typical α-glycine crystal: (a) photography, (b) µ-CT image with indexed crystal facets.

The crystal is mounted with one (110) facet on a wire crystal carrier. The UV-
initiated cyanoacrylate glue UHU Booster (UHU GmbH & Co. KG, Herrmannstr. 7,
77815 Bühl/Baden, Germany) was used for this purpose. The crystal is positioned in the
center of the channel of the flow cell shown in Figure 2. It is aligned so that the opposite
(110) facet will be perpendicular to the flow. Two intersecting (011) surfaces point upwards
and downwards, respectively.

Aqueous glycine solutions of different concentrations (0.11, 0.16 and 0.21 g/g in exper-
iments with forced convection) were used as solvents during the dissolution experiments.
Due to the differing saturations of the solvents, the model system glycine-water can be used
to check whether the method is suitable for different concentration differences between
bulk and crystal surface. This is a property that is necessary for transferability to other
substances. The increase in the glycine concentration during the experiments, which is
caused by the recirculation of the solvent, amounts to a maximum of 0.0002 g/g when the
crystal is completely dissolved and is neglected.
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2.3. Image Analysis

The interferometer yields series of images that show the crystals during different states
of their dissolution and the corresponding interference patterns. We use MATLAB 2022
routines with classical image-processing methods to extract the displacement of the crystal
outline and the 2D concentration fields. In the following sections, we explain the basic
procedure for the image processing. A detailed list of the MATLAB commands used and
the parameters set can be found in Appendix B.

2.3.1. Extraction of Crystal Outline and Face Displacement Velocity

Figure 4 shows the determination of the face displacement velocity, starting with the
original image (Figure 4a). The green channel of the images shows a sharp image of the
crystal that is not influenced by interference fringes. Therefore, it is used to extract the
crystal outline. After a slight smoothing, the image is binarized. Further image processing
removes small dropouts and artifacts outside of the crystal and smoothes the silhouette
of the crystal. Subsequently, the crystal outline is created (Figure 4b). Each image of the
series yields one outline. Based on the outlines, face displacement velocities are extracted.
A normal vector to the (110) facet in the first image (red arrow Figure 4c) is created. The
position of the (110) facet along this vector is then determined for all following outlines
and plotted against time. The increased rounding towards the end of the test leads to a
deviation from linearity. The gradient from the linear initial phase was therefore used as
the face displacement velocity R.
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2.3.2. Extraction of the Concentration Field

The recorded series of interferograms not only show the shape of the crystal, but the
glycine concentration in the liquid phase can be derived from the course of the interference
fringes. These are only visible in the red channel. The procedure for the calculation of
the concentration field and the thickness of the diffusive boundary layer is illustrated
in Figure 5.
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Starting with the original image (Figure 5a), the red channel is smoothed and bina-
rized. For further image processing, the area of the crystal is masked. The remaining
interference fringes are then shrinked to lines. At this stage of the evaluation, the thickness
of the diffusive layer xD is measured. Generally, xD is defined by the Nernst–Brunner
equation, [39] or [40] (p. 225)

1
A
· dm

dt
= D ·

c′ − c′S
xD

(1)

with solute mass m, diffusion coefficient D, crystal surface A, bulk concentration c′ and
saturation concentration c′S. The concentrations are given in kg/m3. Combining Equation
(1) with Fick’s first law, it seems obvious to measure the extent of the diffusion zone by the
intersection of the tangents to the fringes at the phase boundary and in the bulk. However,
the tangent at the crystal surface cannot be determined with sufficient accuracy. Therefore
we use the method proposed by Onuma et al. [41]. The distance between the crystal surface
and the point where the interference fringes begin to bend is defined as the thickness of the
diffusive layer xD (Figure 5b).

In the following, lines belonging to one interference fringe are connected. The in-
terference fringes are sorted in ascending order and numbered. The assigned number
indicates the local phase shift Φ(x, y) between reference and test beam as a multiple of 2π.
Interpolation leads to the phase shift in the entire unmasked area. This phase shift field
must be compared with the one that would arise in the case of homogeneous concentration,
i.e., without the crystal. In order to calculate this hypothetical field Φ0(x, y), a region
unaffected by the crystal is selected and the phase shift field is extrapolated to the rest
of the unmarked area. The difference in phase shift produced by dissolving the crystal
corresponds to a difference in the mean refractive index

∆n(x, y) =
λ

2π
· Φ(x, y)−Φ0(x, y)

s
, (2)
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with the thickness of the flow cell s = 5 mm and the wavelength λ = 632.8 nm of the red
HeNe laser. The change in concentration (Figure 5c) is calculated by dividing ∆n by the
concentration contrast factor

∂n
∂c

= 0.136
1

g/g
. (3)

It was determined in the concentration range 0.10–0.22 g/g by measuring the refractive
index at 25◦ C with the Krüss DR6200-T (Krüss GmbH, Borsteler Chaussee 85, 22453
Hamburg, Germany) laboratory refractometer (see Figure 6).

Crystals 2023, 13, x FOR PEER REVIEW 8 of 22 
 

 

 
Figure 6. Refractive index of glycine solutions at 25 °C. 

3. Results and Discussion 
3.1. Face Displacement Velocity in Stagnant Solvents 

We started with dissolution experiments in stagnant glycine solutions with varying 
glycine concentration. Figure 7 shows the measured face displacement velocities 𝑅 . The 
data are correlated using a least-square regression by 𝑅 (𝑐) = 130 µmmin ∙ 1 − .

. (4) 𝑐  = 0.25 g/g is the solubility of α-glycine in water at 25 °C [42]. 
According to Mullin [40] (pp. 227–228) and Bermingham [43] (pp. 16–17), dissolution 

processes are usually expected to have a linear dependence of dissolution rate on 
undersaturation, which is characteristic for diffusion-controlled processes. The higher 
exponent of 1.46 can possibly be explained by the fact that a surface disintegration step 
influences the dissolution kinetics, as it is, e.g., reported by Bovington and Jones [44]. 
Another explanation could be that mass transfer from crystal surface to solution is not 
entirely driven by diffusion, but also by gravity-induced natural convection, originated 
by the higher density of the solution at the crystal surface compared to the bulk solution. 
The influence of natural convection on crystal growth was investigated, e.g., by Adawi et 
al. [31] and Hou et al. [32]. 

Figure 6. Refractive index of glycine solutions at 25 ◦C.

3. Results and Discussion
3.1. Face Displacement Velocity in Stagnant Solvents

We started with dissolution experiments in stagnant glycine solutions with varying
glycine concentration. Figure 7 shows the measured face displacement velocities R0. The
data are correlated using a least-square regression by

R0(c) = 130
µm
min

·
(

1− c
cs

)1.46
. (4)

cs = 0.25 g/g is the solubility of α-glycine in water at 25 ◦C [42].
According to Mullin [40] (pp. 227–228) and Bermingham [43] (pp. 16–17), dissolution

processes are usually expected to have a linear dependence of dissolution rate on undersat-
uration, which is characteristic for diffusion-controlled processes. The higher exponent of
1.46 can possibly be explained by the fact that a surface disintegration step influences the
dissolution kinetics, as it is, e.g., reported by Bovington and Jones [44]. Another explana-
tion could be that mass transfer from crystal surface to solution is not entirely driven by
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diffusion, but also by gravity-induced natural convection, originated by the higher density
of the solution at the crystal surface compared to the bulk solution. The influence of natural
convection on crystal growth was investigated, e.g., by Adawi et al. [31] and Hou et al. [32].
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3.2. Face Displacement Velocities under Forced Convection

To investigate the influence of the flow rate on the crystal dissolution, experiments at a
constant flow rate were performed. The use of crystals of similar shape and size ensures the
comparability of the measured face displacement velocities, because the flow conditions
in the vicinity of the crystal depend on the size and habit of the crystal. Dissolution was
observed until the crystal was rounded to the point where the target facet could no longer
be identified. To illustrate the change of crystal shape, Figure 8 shows a crystal (a) before
filling the cell, (b) at the start of the experiment and (c) when the experiment was terminated.
A new crystal was used for each sample point in Figure 9.
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In the range of achievable flow rates, the face displacement velocity was determined
for concentrations 0.11, 0.16 and 0.21 g/g (saturation 44, 64, 84%). The results are shown in
Figure 9. Two areas can be seen. Lines are drawn for better orientation. Up to the kink point
vK ≈ 2 mm/s, the face displacement velocity R is constant; above vK it seems to increase
with the square root of the velocity. Both the kink point and the velocity dependence are
very similar for the three investigated concentrations. The face displacement velocity for
higher flow velocities can thus be estimated with the equation

R(c, v) = R0(c) ·
√

v
vK

. (5)

The increase in the face displacement velocity for v > vK indicates a change in mass
transfer regime.

3.3. Description in Terms of Dimensionless Numbers

The observed trends of the dissolution rates indicate that mass transfer by forced
convection becomes dominant when the flow velocity increases. Following, e.g., Mullin
and Garside [45], Bomio et al. [46] or Pohar and Likozar [47], the dependence of the
Sherwood number (Sh) on the Grashof number (Gr), particle Reynolds number (Re) and
Schmidt (Sc) number was investigated to identify the predominant transport mechanism.
The characteristic dimensionless numbers are calculated based on experimental data for
the face displacement velocity R, the mean flow velocity v and the glycine concentration c.

Sh =
L
D
· R

cS − c
(6)

Gr = g · L3 · ρ · (ρS − ρ)

η2 (7)

Re =
ρ · v · L

η
(8)

Sc =
η

ρ · D
(9)

To determine the average characteristic length L, ten crystals of typical form and size
were weighed. The diameter of an equivalent sphere with the average crystal volume is
L = 4.1 mm. The material data required for the calculation of the dimensionless numbers
were taken from the literature. The density of glycine solutions ρ as well as the density of
the saturated solution ρS at the crystal surface are given by Ninni and Meirelles [48], the
dynamic viscosity η is calculated with the empirical coefficients obtained by Devine and
Lowe [49] and the diffusion coefficients D are calculated based on studies of Ma et al. [50].

For the description of the mass transfer in a stagnant solvent, an equation of the form

Sh = 2.0 + A · (Gr · Sc)1/4 (10)

has been proposed [45,46]. The first summand 2.0 is the theoretical value for spherical
particles and purely diffusive mass transfer in the stagnant solvent. The second summand
describes the enhancement of mass transfer by natural convection. Based on the face
displacement velocity in stagnant solvent (Equation (4)), Sherwood numbers were calcu-
lated for the three concentrations investigated. Fitting Equation (10) to these results gives
A = 0.36. Similar values are reported in the literature. Mullin and Garside [45] found a
value of 0.564 for the growth of aluminum potassium sulphate, Bomio et al. [46] gave 0.477
for the dissolution of hexamethylene tetramine. Since the Sherwood numbers exceed those
of the purely diffusive mass transfer by one order of magnitude, it can be assumed that
mass transfer in the stagnant solvent is dominated by natural convection.
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The relation
Sh = B + C · Rea · Scb. (11)

was proposed for the description of the mass transfer under forced convection [46,47].
The increase in the growth rate with

√
v at high flow velocities (see Section 3.2) suggests

a dependence of the Sherwood number on
√

Re at higher Reynolds numbers. In the
presented experiments, the Schmidt number is almost constant. Therefore, the exponent
b is not significant and consequently b = 1/3 is taken from the literature. This leaves B
and C as free parameters, fitted by minimizing the root-mean-square error (RMSE); the
following correlation is distinguished:

Sh = 1.80 + 0.80 · Re1/2 · Sc1/3 (12)

Since forced convection is expected to dominate for v ≥ 2 mm/s, only these results
were used for the fit. Note that Sh = 1.80 in Equation (12) does not represent the Sherwood
number in stagnant solvent.

Figure 10 shows the Sherwood numbers for the experiments with forced convection.
No significant influence of concentration was detected. As expected, the trend of the
Sherwood numbers also changes in the region of v = 2 mm/s. For lower flow velocities,
the Sherwood number is almost constant. Since the value is significantly above 2, the mass
transfer there is not purely diffusive but mainly governed by natural convection [45,46]. In
the region where Equation (12) applies, mass transfer is dominated by forced convection.
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By equating the two right-hand summands in Equations (10) and (12), the velocity
above which the mass transfer is dominated by forced convection can be estimated.

vest
k ≈ 0.2 ·

√
g · L ·

√
ρS − ρ

ρ
· 6

√
ρ · D

η
. (13)

For the three investigated concentrations in the range from 0.11 to 0.21 g/g, we obtain
estimated values vest

k = 2.7 to 1.4 mm/s for the kink velocity. Therefore, the estimate is
in good agreement with the kink velocity of 2 mm/s that was observed in Section 3.2.
Furthermore, this estimation illustrates that for smaller crystals (2. factor) or poorly soluble
solutes (3. factor) convective mass transfer will dominate already at lower velocities.

If the dissolution at high flow velocity is limited by the surface disintegration rate, it
results in a constant Sherwood number at high Re1/2 · Sc1/3-values. Though Mullin and
Garside [45] observed the limitation by the surface integration step in their crystal growth
experiments, we could not find a corresponding effect in our own dissolution experiments.
In contrast to crystal growth, the time-consuming orientation of the molecules to fit the
crystal lattice is not necessary during dissolution [43]. We assume that the observation
of the disintegration limitation requires even higher flow velocity, because our model
substance glycine dissolves in water too fast.

3.4. Thickness of the Diffusive Layer

The results described in Sections 3.2 and 3.3 clearly show the influence of the con-
vective mass transfer on dissolution. However, they do not allow any conclusions to be
drawn about the diffusive boundary layer. Therefore, the thickness xD of the diffusive
layer was determined in the interferograms recorded by CCD2. For each concentration, an
experiment was performed in which the flow velocity was increased stepwise as soon as a
stable diffusive layer was established. Because the crystal geometry changed only slightly
during the course of this experiment, the influence of the crystal geometry on the flow
was minimized.

The results are shown in Figure 11. Similar to the behavior of the face displacement
velocity, the thickness of the diffusive layer is constant at low flow velocities. Using the
face displacement velocity in stagnant solvent (Equation (3)), the Nernst–Brunner equation
(Equation (1)) can be used to estimate the thickness of the diffusive boundary layer. Values
of 90 (0.11 g/g) to 130 µm (0.21 g/g) are obtained. They are of the same magnitude as
the values measured from the interferograms. However, the method used in this paper
to determine the layer thickness (see Section 2.3.2) naturally yields larger values than the
definition according to Nernst and Brunner. We conclude that the diffusive layer is reduced
by natural convection. A significant concentration dependence of the layer thickness as
could have been expected according to the estimates of the Nernst–Brunner equation
was not observed. The diffusive layer is reduced as soon as the flow velocity exceeds
approx. 1 mm/s. Below this velocity, the mean of the measured layer thickness is 125 µm
± 22 µm (standard deviation). Above, xD decreases approximately with 1/

√
v. Forced

convection thus clearly reduces the diffusive layer thickness. In the experiments presented,
the thickness of the diffusive layer is already reduced in the velocity range 1 to 2 mm/s,
where the dissolution is found to be still dominated by natural convection.
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logarithmic representation.

Based on the course of the concentration towards the surface, it would be possi-
ble to determine the diffusive mass transfer based on Fick’s first law. However, in the
presented experiments, the resolution of CCD2 was not sufficient to resolve the densely
packed fringes close to the crystal–liquid interface. Assuming saturated solution at the
crystal surface, the concentration difference across the diffusive boundary layer is then
0.04–0.14 g/g, depending on the bulk concentration. According to Equations (2) and (3),
at least 26, max. 90 interference fringes are located almost parallel to the surface in the
area of the diffusive layer. This problem will not arise with poorly soluble substances such
as aspirin or paracetamol, or it can be reduced in future experiments by increasing the
resolution of CCD2 at the expense of the field of view. Then, it will be possible to calculate
the diffusive part of the mass transfer from the concentration gradient.

3.5. Visualisation of Concentration Fields

In order to visualize the influence of the flow on the concentration field around the
crystal, interferograms recorded during the dissolution experiment described in Section 3.4
were evaluated. Images at flow rates shortly below, near and shortly above the kink point
vk = 2 mm/s were selected. Figure 12 shows the concentration field at different inflow
velocities for a glycine concentration of 0.21 g/g. The concentration fields calculated from
the interferograms recorded with CCD1 and a large field of view support the finding
that natural convection is important for the mass transfer at low flow velocities. At v = 0
mm/s (Figure 12b), natural convection clearly dominates the mass transfer. The dissolved
glycine diffuses unevenly in the solvent, but the glycine-enriched solution (surplus of
concentration: 0.0015 g/g) sinks down because of its higher density in comparison to
the bulk. Nevertheless, the high-resolution insert of CCD2 shows that a stable diffusive
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layer was formed on the crystal surface exposed to the flow. As the flow rate increases
(Figure 12c–f), the dissolved glycine is driven further and further downstream until the
area of increased concentration is finally located entirely behind the crystal. In the area
of transition from natural to forced convection-dominated mass transfer, the angle of the
glycine flux is approx. 45◦ to the flow direction, i.e., the sinking speed at natural convection
equals the flow speed. As already reported in Section 3.4, the concentration fields obtained
from the images of CCD2 show that the diffusive layer is rather unaffected by low flow rates.
When forced convection becomes increasingly important for mass transfer, the thickness
of the diffusive boundary layer decreases rapidly with increased flow velocity and is no
longer observable above 9.3 mm/s.
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Figure 12. Dissolution in the 0.21 g/g solution. The inflow is from the left. (a) Original image at
v = 0 mm/s. (b–f) Concentration fields at increasing velocity (indicated in each image). The inserts
show the marked section of the crystal–liquid interface with the resolution of CCD2.

The concentration fields thus confirm the statements about the dominating mass
transfer mechanism made in Section 3.3 on the basis of the dimensionless characteristic
numbers. Note that the reasoning based on the Sherwood number requires measurements
at different flow rates. The concentration field, on the other hand, visualizes the mass
transfer at a certain flow rate in a single experiment. In addition, it shows the influence
of the flow on the diffusive boundary layer, which is particularly essential when natural
convection becomes less important for mass transfer in the case of small or less soluble
crystals. Furthermore, temporally and spatially resolved 2D concentration fields can also be
generated by model-based calculations that take into account fluid mechanics, diffusion and
also face-specific disintegration rates. A comparison with our experimentally determined
concentration fields allows the validation of the parameters used.

4. Conclusions and Outlook

We present an optical method that allows the determination of the face-specific dis-
solution rates of a single crystal that is subjected to a defined flow. At the same time, the
concentration field around the crystal is measured with a Mach–Zehnder interferometer.
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For the feasibility study presented here, we chose α-glycine in an aqueous solution as
the test substance. Sherwood numbers calculated from the measured face-displacement
velocities allow the identification of the dominant mass transfer mechanism. In our experi-
ments, natural convection dominates the glycine mass transfer in the low-velocity range.
However, diffusive mass transfer is expected to gain influence and limit the dissolution
for smaller crystals or for less soluble substances. The concentration fields support the
statements concerning the mass transfer mechanism. High-resolution images visualize the
diffusive boundary layer and show its decrease with increased flow velocity. Images with
a large field of view visualize natural and forced convection and the point of transition
between the dominating regimes.

The applicability of our method for glycine dissolution has been successfully demon-
strated. It should also be transferable to crystals of other sizes, shapes and especially to less
soluble crystals. If necessary, the width of the flow cell or the field of view of the cameras
must be adjusted. In the planned investigation of poorly soluble APIs, we want to confirm
the prediction of the diffusion limitation at low flow velocities and we expect to recognize
the onset of a disintegration limitation when the flow velocity increases.

Our method provides the outline of the crystal projection along with spatially and
time-resolved concentration fields. It can therefore be used for the experimental validation
of computational fluid dynamics simulations of a dissolution process. With regard to the
time and cost factors in drug development, this is particularly important if disintegration
rates modeled in silico are used for the simulation.
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Appendix A

Table A1. Part list of the optical set-up.

Mach–Zehnder Interferometer: Visualization of Concentration Field

light source laser head HeNe 633-15 P (Qioptiq Photonics GmbH & Co. KG,
Königsallee 23, 37081 Göttingen, Germany)

beam expander beamexpander 10x (Qioptiq Photonics GmbH & Co. KG,
Königsallee 23, 37081 Göttingen, Germany)

beam splitters beamsplitter cube VIS; N-BK7; L = 16 (Qioptiq Photonics GmbH &
Co. KG, Königsallee 23, 37081 Göttingen, Germany)

Crystal Imaging

light source Laser Head HeNe 543-2 (Qioptiq Photonics GmbH & Co. KG,
Königsallee 23, 37081 Göttingen, Germany)

beam expander beamexpander 10x (Qioptiq Photonics GmbH & Co. KG,
Königsallee 23, 37081 Göttingen, Germany)

Image Acquisition

CCD1 U3-3560XCP-C-HQ (IDS Imaging Development Systems GmbH,
Dimbacher Strasse 10, 74182 Obersulm, Germany)
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Table A1. Cont.

Mach–Zehnder Interferometer: Visualization of Concentration Field

lens of CCD1

Canon Macro Lens FL 1:3.5/50 mm (Canon Deutschland GmbH,
Europark Fichtenhain A10, 47807 Krefeld, Germany) with adapter
Fotodiox-Canon FD lens to C-mount (Vision Dimension GmbH, Am
Kiel-Kanal 1, 24106 Kiel, Germany)

CCD2 UI-2280SE-C (IDS Imaging Development Systems GmbH,
Dimbacher Strasse 10, 74182 Obersulm, Germany)

lens of CCD2 Optem Zoom 70XL (0.75×–5×), selected magnification 2.0 (Polytec
GmbH, Polytec-Platz 1-7, 76337 Waldbronn, Germany)

mirror
plano mirror Pl. Mirror RAL; D = 22.4 × 31.5 oval; d = 3.5; L/2
(Qioptic Photonics GmbH & Co. KG, Königsallee 23,
37081 Göttingen, Germany)

Table A2. Part list of the fluidmechanical set-up.

Flow-Through Cell

channel dimension 110 mm × 24 mm × 5 mm

windows
soda lime glass, 76 mm × 26 mm × 1 mm (Menzel-Gläser, VWR
International GmbH, Fraunhoferstr. 11, 85737 Ismaning, Germany),
optical accessible: 70 mm × 22 mm

tube connections inner diameter: 4 mm

glue dual component epoxy adhesive (UHU plus endfest,

Pumps

syringe pump
0.5 to 17.5 mL/min

Atlas Syringe Pump (Syrris Ltd., Unit 3, Anglian Business Park,
Royston, Herts, SG8 5TW, UK)
2.5 mL/l syringe, continuous mode

gear pump
27 to 800 mL/min

Verdergear VGS04027 with built-in frequency converter (Verder
Deutschland GmbH & Co. KG, Retsch-Allee 1-5, 42781 Haan,
Germany)

Tubing

silicone tubes Rotilabo silicone standard design 5.0 mm, 8.0 mm (Carl Roth GmbH +
Co. KG, Schoemperlenstr. 3-5, 76185 Karlsruhe, Germany)

Temperature Control

water bath Thermo Electron Haake Phönix II Type P1 (Thermo Haake, Dieselstr. 4,
76227 Karlsruhe, Germany)

heat exchanger aluminum block,
contact areas: 40 cm2 to solvent, 200 cm2 to bathwater

temperature
measurement

Greisinger GMH 3230 with thermocouple GTF 3000 (GHM
Messtechnik GmbH, Hans-Sachs-Str. 26, 93128 Regenstauf, Germany)

Appendix B

The image processing procedure for the determination of the crystal outline is de-
scribed in Table A3. The most important MATLAB commands with the input parameters
are given for each step. Figure A1 illustrates the effect of the image processing steps.

The image processing procedure for the determination of the concentration field is
described in Table A4. Figure A2 illustrates the effect of the image processing steps. Up to
now, not all steps are fully automated. Steps 8, 11, 12 and 14 are manual actions.



Crystals 2023, 13, 315 18 of 22

Table A3. Image processing procedure to find the crystal outline.

Step Action MATLAB Command

1 select a region of interest (ROI)
see Figure A1a

2 restrict to green channel
see Figure A1b ROI = ROI(:,:,2)

3 smooth to reduce image noise ROI = imgaussfilt(ROI,3)

4 determinate global image threshold T = graythresh(ROI)

5 binarize to identify the crystal
see Figure A1c ROI = imbinarize(ROI,T)

6
morphological opening to
remove small dropouts and smooth the
crystal outline

ROI = imopen(ROI,strel(‘disk’,20)

7 remove artifacts outside the crystal,
see Figure A1d

ROI = bwselect(~ROI,x,y)
(x,y: coordinates of a pixel inside the crystal)

8 create the crystal outline
see Figure A1e OUTLINE = bwmorph(ROI,‘remove’)

Table A4. Image processing procedure for the determination of the concentration field.

Step Action MATLAB Command

1 Select a region of interest (ROI),
see Figure A2a

2 Restrict to red channel
see Figure A2b ROI = ROI(:,:,1)

3 Smooth to reduce image noise ROI = imgaussfilt(ROI,3)

5 Binarize with adaptive threshold,
see Figure A2c

ROI = imbinarize(ROI,‘adaptive’, . . .
. . . ‘ForegroundPolarity’,‘dark’,‘Sensitivity’,0.5);

6 Mask with segmented crystal
see ROI = or(ROI, MASK)

7 Shrink the fringes to lines
see Figure A2d FRINGES = bwskel(~ROI,‘MinBranchLength’,40)

8 Determine the thickness of the diffusion layer according to the method shown in Figure A2e

9 Remove branchpoints to get
clear fringes

POINT = bwmorph(FRINGES,‘Branchpoints’);
FRINGES = and(FRINGES,~POINT);

10
Remove line segments
shorter than 5% of the longest
(index IX)

LINES = bwconncomp(FRINGES,8);
STATS = regionprops(LINES, . . .
. . . . . . ‘MajorAxisLength’);
LONG = max([STATS.MajorAxisLength]);
IX = find([STATS.MajorAxisLength] > . . .
. . . 0.05×LONG);

11 The remaining lines are numbered (Figure A2f). Manual renumbering assigns the same
number to all line segments belonging to one fringe

12 Sort the lines in ascending order (Figure A2g). The assigned number indicates the local
phase shift between test and reference beam as a multiple of 2π

13 Generate a phase shift field in the entire
unmasked region by interpolation

F0 = scatteredInterpolant(X,Y,M, . . .
. . . ’natural’,’none’);

14 Select a region unaffected by the crystal
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Table A4. Cont.

Step Action MATLAB Command

15

Fit linear functions to the fringes in the
unaffected region; extrapolate to the
rest of the unmasked area keeping the
assigned number, see Figure A2g,
dashed lines

polyfit(X,Y,1)

16 Generate the hypothetical unaffected
phase shift field

F1 = scatteredInterpolant(X,Y,M, . . .
. . . ’natural’,’none’);

17 Calculate the concentration field
(Figure A2h) using Equations (2) and (3)
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