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Abstract: In manual maintenance inspections of large-scaled photovoltaic (PV) or rooftop PV systems,
several days are required to survey the entire PV field. To improve reliability and shorten the
amount of time involved, this study proposes an electrical examination-based method for locating
multiple faults in the PV array. The maximum power point tracking (MPPT) algorithm is used to
estimate the maximum power of each PV panel; this is then compared with metering the output
power of PV array. Power degradation indexes as input variables are parameterized to quantify
the degradation between estimated maximum PV output power and metered PV output power,
which can be categorized into normal condition, grounded faults, open-circuit faults, bridged faults,
and mismatch faults. Bidirectional hetero-associative memory (BHAM) networks are then used
to associate the inputs and locate multiple faults as output variables within the PV array. For a
rooftop PV system with two strings, experimental results demonstrate that the proposed model has
computational efficiency in learning and detection accuracies for real-time applications, and that its
algorithm is easily implemented in a mobile intelligent vehicle.

Keywords: rooftop photovoltaic (PV) system; maximum power point tracking (MPPT); power
degradation index; bidirectional hetero-associative memory network (BHAM)

1. Introduction

A photovoltaic array is a single electricity-producing unit in which several PV panel components
are arranged in parallel (or in a series configuration) to increase output power. PV energy conversion
systems use a solar tracking system with MPPT methods to improve output performance and
battery charge solutions [1–3]. There are different sized PV systems, ranging from small, rooftop,
or building-integrated systems with capacities >10 kilowatts to those with capacities of >100’s of
megawatts in concentrated solar, heating/cooling systems, and home power supplies. A PV system
can operate in grid-connected and off-grid modes within a smart grid or within a small portion of the
electricity market. In Taiwan, PV systems have niche usages in outdoor spaces due to the subtropical
environment, and they are easy to install and operate noiselessly. However, the output power of a PV
system is influenced by changes in environmental conditions, such as solar radiation and temperature.
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In addition, output power may be affected by any fault within the PV array, such as grounded faults,
open circuit faults, and bridged faults [4–6]. Power fuses, overcurrent protection devices, and grounded
fault protection devices can be employed to isolate grounded faults on DC–DC converter sites and
DC–AC inverter sites, but as fault currents are also affected by environmental conditions, protection
devices are unable to clear the fault under low solar radiation or during night-to-day transition.
When there is a lower output current, MPPT methods can interfere to estimate the output current while
a certain fault is identified, thereby triggering the current-based protection device [6,7]. It is difficult to
locate faults via manual inspection within a PV array; therefore, an online assistant tool is necessary
for use in locating multiple faults and conducting long-term outdoor monitoring. As output power
is significantly altered by damage or faults occurring in one or more PV panels, this study proposes
a bidirectional associative memory network to detect multiple faults within the PV array, as seen a
schematic diagram in Figure 1.
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Figure 1. Schematic diagram of multiple fault location in a PV array using hetero-associative
memory network.

Manual techniques are traditionally used to examine PV panels, such as individual inspections,
imaging examinations, and electrical examinations. In the laboratory or during manufacture quality
control processing, visual inspection, thermal imaging analysis, and infrared thermography (IRT)
are commonly used to observe color changes and visible hot spots on thermal images or the IRT
of solar panels. These methods are safe and involve no-contact measurements to check the solar
panels for open circuits/short circuits in a cell string, cell ruptures, and cell or/and glass cracks [8–10].
However, such examinations are only used to protect both the customer and the contractor before
solar panel installation, and require extra thermal imaging cameras or IRT to be mounted in front
of the PV panel; thus, they are usually used in the laboratory to identify designs, materials, and cell
flaws (IEC 61215/IEC 61646). To measure voltage and current on the DC–DC converter site or DC–AC
inverter site, electrical examinations are needed; these are also required to determine and quantify
output power degradation due to possible faulty panels in a PV array [6,11,12]. It is known that any
fault in an array can cause output power degradation; thus conducting an electrical examination using
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current (I)-voltage (V) or V-power (P) curve analysis string by string is a reliable online testing method
used to determine the locations of multiple faults.

On the DC–AC inverter side, the inverter has no overcurrent or overvoltage because a transformer
provides galvanic isolation between the PV array and the utility grid. Power fuses, overcurrent,
and ground-fault protection devices have been used to isolate ground faults in a conductor and
any overcurrent from the PV array or fault on the grid-connected side. However, on the DC–DC
converter side, the output power and currents can be degraded due to any fault within an array.
Previous studies [6,7] have proposed that the use of the MPPT algorithm may prevent faults during
periods of lower solar radiation and night-to-day transition, as the algorithm can locate the reference
value at the maximum power point. When the measured output power is degraded, based on the
electrical property, faults such as grounded faults, line-to-line faults, and open circuit faults can be
identified [6,11,12]. Artificial intelligence (AI) methods, such as artificial neural network, support
vector machine, and extreme learning machine, combined with the MPPT algorithm, can be employed
to identify the fault classes under clear days, lower solar radiation conditions, and night-to-day
transition. With sufficiently training data, a machine learning model with optimization algorithms
can learn the correlations hidden in the training data via a nonlinear fitting process to perform the
prediction and classification applications. These methods have utilized the machine learning model
from a large experimental database to perform the prediction and optimization on a solar water
system, such as the predictions of heat collection rates and heat loss coefficients to a water-in-glass
evacuated tube solar water heater [13,14]. The AI methods are the well-known mathematic model for
nonlinear curve fitting, numerical prediction, and classification applications. In this study, we will
select the well-developed machine-learning model to design a fault location method in a PV array.
However, AI-based classifiers need to determine the number of training patterns, number of hidden
layers, number of hidden nodes, and network structure, and to adjust optimal parameters using the
optimization algorithms [13,14].

Based on an electrical examination, this study proposes the use of the bidirectional
hetero-associative memory (BHAM) network [15–18] to detect multiple faults in a PV array. The BHAM
network can store the training patterns in a connecting matrix when modeling the human cognitive
process [17]. Its mechanism investigates various conditions represented by encoding weighted values
in a weighting matrix; this process can maximize information representation and reduce memory
requirements. In addition, BHAM is able to learn and recall various types of input and output
associations. A traditional BHAM network can associate pairs of patterns in two directions. Its model
does not have a hidden layer or nonlinear processing layer. Thus, it is difficult to solve nonlinear
separable problems. In this study, the proposed modified configuration with the hidden layer (Gaussian
functions) is used to solve nonlinear separable problems [14], and its manner can deal with inputs and
outputs using binary data (0/1) or numerical data (0, 1, 2, 3, . . . ), as seen in Figure 1. Using nonlinear
output feedback, it can also act using biological behavior in the form of hetero-associative memories
for different data types and data lengths. The indexes are used to screen the degradation levels of input
powers, p1, p2, p3, . . . . Then, the operation state of each PV panel can be identified. The proposed
BHAM is designed as a classifier to locate the multiple faults in a PV array that can indicate one or
more PV panel faults. In contrast to traditional machine learning methods, the BHAM network can
reduce the computation time and memory storage requirements. The proposed model is also easily
implemented in an embedded system or a tablet PC. Thus, experimental results show it is capable of
detecting multiple faults in a rooftop PV system.

The remainder of this paper is organized as follows. Section 2 describes the methodology,
including the maximum output power estimation, typical fault analysis in a PV array, and the BHAM
network. Sections 3 and 4 present the simulation results and conclusion to demonstrate the efficiency
of the proposed model in locating multiple faults.
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2. Methodology

2.1. Maximum Output Power Estimation and Fault Feature Extraction

PV panels are wired in a parallel or series configuration to form a PV array and increase output
voltage or current (12/48 voltage). When wiring PV panels in a parallel configuration, the output
amperage (current) is additive, I = q × Iq, where q is the number of PV panels in parallel, as seen in
Figure 2a. The output voltage, V, and current, I, for q PV panels in a parallel or series configuration can
be expressed as:

Parallel:
I = q× Iq ≈

a× IL
η

(1)

Series:
V = s×Vq (2)

where IL is the grid rated load current; parameter, a, is the environment modified factor, and a = 7.8–9.0
in Taiwan; η is the output effectiveness; Vq is the rated voltage per PV panel, Vq = 12 or 24 voltage;
and s is the number of PV panels in a series. Thus, the output power can be increased, as:

P = V × I = q× s×Vq × Iq (3)
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A MPPT algorithm, such as the incremental conductance method (ICM) [1,2] or ICM-based
method [3], is used to estimate the output power of each PV panel. If we suppose that the PV panels
are wired in a parallel configuration, as seen in Figure 2a, and that the electrical characteristics of the
PV panels are identical, the estimated terminal voltage, Vq,est, and photo-current, Iph,q, of each PV
panel are as follows:

Vq,est =
nsbTA

Q
ln(

np Iph + np Isat − Iq

np Isat
) (4)

Iph,q = [Isc + ksc(Tc − Tr)]
S

100
(5)

Vest = Vq,est + ρ× (Tc − 25) (6)

where Isat is the reverse saturation current; T is the surface temperature of the cell; np and ns are
the number of modules connected in parallel and series, respectively; Q is the electron charge; b is
Boltzmann’s constant; A is the p–n junction ideality factor, which is typically in the range of 1 < A < 5
for different manufacturers; Tc is the ambient temperature; Tr is the reference temperature (25 ◦C);
Isc is the cell short-circuit current at Tr; ksc is the short-circuit current temperature coefficient; S is the
solar radiation; ρ is the temperature compensation coefficient. Temperature and irradiance sensors are
required in each PV array (in a parallel or series configuration).

Therefore, the maximum output power (MOP) of each PV panel, Pq,est, and total MOP, Pest, can be
estimated as:

Pq,est = Vq,est × Iph,q (7)

Pest = q× Pq,est (8)

The PV characteristics, such as power-voltage (P-V) and current-voltage (I-V) curves, vary widely
depending on atmospheric conditions, such as solar radiation and temperature. Fault voltages,
fault currents, and output power degradations are affected by fault types. Typical faults occurring in a
PV panel include: (a) open circuit fault (OCF); (b) bridged (line-to-line) fault (BF); (c) and (d) lower
and upper grounded faults, respectively, (LGF/UGF) [6,11,12]. When any fault occurs in a PV panel,
voltage, current, and power meters can be employed to measure the output PV power, Pq,mea, of each
panel, as seen in the measurement system in Figure 2b.

The MPPT algorithm can be used to estimate the MOP. It is known that when measuring output
power degradation, the measured value and estimated value are not identical for given environmental
conditions [19]. Hence, the MOP is an important index from the viewpoint of fault identification.
For each PV panel, this power degradation index can be defined as:

pq = Pq,mea/Pq,est (9)

As shown in Table 1, it can be seen that the index, pq, of power degradations is computed in
per-unit (pu) quantities with an interval of [0,1] and with an estimated output power, Pq,est, and a
measured output power, Pq,mea, at each PV panel. According to the power degradation of each PV
panel, the index can be parameterized with certainty factors as [6,11]

µq1 =

{
1, 0.90 ≤ pq ≤ 1.00

exp(−1× (
pq−0.90

σq
)

2
), pq < 0.90

(10)

µq2 =

{
1, 0.00 ≤ pq ≤ 0.80

exp(−1× (
pq−0.80

σq
)

2
), pq > 0.80

, (11)

where σq = 0.10; n the identical PV panels are connected in a parallel or series configuration, q = 1, 2, 3,
. . . , n (n = 8 means 8 PV panels in this study); pq is the power degradation index. The functions of
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certainty factors for normal condition and fault types are shown in Figure 3. The operation state of
each PV panel can be identified as:

sq =

{
1, µq2 > µq1

0, µq2 ≤ µq1
. (12)

The state vector S = [s1, s2, . . . , sq, . . . , sn] = [0/1, 0/1, . . . , 0/1, . . . , 0/1]. Equation (12) is
the generalized form to screen the operation state of each PV panel for large PV arrays. For n-digit
binary numbers, each bit has two states, {0, 1}, and the total number of the n-digit binary string is
2n combinations. In this study, with 8 PV panels in a series configuration (n = 8, q’ = 0, 1, 2, . . . , n),
we have 28 = 256 combinations of different binary patterns, as:(

8
q′

)
=

8!
q′!(8− q′)! ,

(
8
0

)
=

(
8
8

)
= 1 (13)

Nq′ =
n

∑
q′=0

(
n
q′

)
=

n

∑
q′=0

8!
(q′!)(8− q′)! = 256 (14)

Therefore, we have 256 binary patterns to represent the fault patterns. The corresponding
binary patterns can be encoded as binary values of 1 or 0, with the value “1” indicating a “PV fault”,
and everything else can be encoded by the value “0”, as seen input patterns in Figure 4. A bidirectional
associative memory network can thus be designed as a neuro-dynamic model to identify the faults
within a PV array.

Table 1. The output power degradation for different fault types [6,11].

Fault Type Power Degradation Index, pq

1. Normal (Nor) <0.10
2. Lower Grounded Fault (LGF) 0.10~0.30
3. Mismatch Fault/Hot Spot (MF/HS) 0.30~0.60
4. Bridged (line-o-line) Fault (BF) 0.30~0.50
5. Open Circuit Fault (OCF) 0.00
6. Upper Grounded Fault (UGF) >0.60
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2.2. Bidirectional Associative Memory Network

A recurrent memory network is an unsupervised dynamic learning system and can be classified
into either auto-associative or hetero-associative memory models. A BHAM network is a feedback
pattern mechanism that allows for the generation of new patterns, noise filtering, and pattern
completion [13,15]. It has a network that contains an input layer, output layer, and network connections,
as shown in Figure 4. The network connections between the process units are bidirectional and in a
loop configuration; this dynamic system can deal with binary data (0/1) and numerical data (0, 1, 2,
. . . , 8), and can also represent biological behavior with both auto-associative and hetero-associative
memories. Its multi-layer mechanism can generate output patterns using nonlinear output feedback,
such as Gaussian functions, and can also associate different data types (numerical data) or data lengths
(output vector). The machine-learning algorithm stores information and matrices using noise-free
versions of the input and output patterns. In this study, the BHAM is used to associate the power
degradation indexes (as input variables), and then indicate the multiple faulted PV panels (as output
variables). Given 8 PV panels in an array, the BHAM algorithm has two stages, the learning stage and
the recalling stage, as delineated below.

Learning stage

Step (1) establish the input-output pair of the training pattern, Sk and Rk, k = 1, 2, 3, . . . , K, K = 256
binary training patterns, where state vector, Sk = [sk1, . . . , ski, . . . , skn]t, ski ∈ {0, 1}, and the fault pattern,
Rk = [rk1, . . . , rkj, . . . , rkn]t, Rkj ∈ {0, 1}.

Step (2) establish the connecting matrix C using K pairs of training patterns,

C =
K

∑
k=1

Sk
tRk (15)

where C = [wij]n×n.
Step (3) find n eigenvalues, λi = wij, i = j = 1, 2, 3, . . . , 8, the weight matrix, W, and the associative

matrix, A, for the eight faults as follows:
W ⇔ A (16)
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W =



ω0 × λ1 ω0 × λ2 · · · ω0 × λ5 · · · ω0 × λ8

ω1 × λ1 ω1 × λ2 · · · ω1 × λ5 · · · ω1 × λ8
...

...
. . .

...
. . .

...
ω5 × λ1 ω5 × λ2 · · · ω5 × λ5 · · · ω5 × λ8

...
...

. . .
...

. . .
...

ω8 × λ1 ω8 × λ · · · ω8 × λ5 · · · ω8 × λ8


(17)

A =



0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0
...

...
...

...
...

...
...

...
1 2 3 4 0 0 0 0
...

...
...

...
...

...
...

...
1 2 3 4 5 6 7 8


, (18)

where ωh, h = 0, 1, 2, . . . , 8, is the weight value for normal condition and eight faults within the weight
matrix, W = [ωhi]9×8, ωhi = ωh × λi, and each element in the associative matrix, A = [ahj]9×8, element,
ahj, is encoded as numerical data from value “1” to value “8” to indicate which one is fault in a PV
array, and the normal condition is encoded as the value “0.”

Recalling stage

Step (1) obtain the network connecting matrices, C, W, and A, and apply the testing pattern
S0 = [s1, s2, . . . , si, . . . , s8] to the BHAM network;

Step (2) associate the output pattern, R0 = [r1, r2, . . . , ri, . . . , r8]T, as:

R0 = CTS0, ri =
8

∑
i=1

wjisi, i = 1, 2, 3, . . . , 8 (19)

Step (3) transit the output pattern, R0, to the Gaussian function unit, gh, and the output of gh, as:

gh = exp(
−1
2σ2 × (EDh)

2), h = 0, 2, 3, . . . , 8 (20)

EDh =

√√√√ 8

∑
i=1

(ωhi − ri)
2 (21)

where σ is the standard deviation, σ = min(EDh) × 0.90; if the pattern, R0, is similar to any row weight
vector of matrix W, the EDh will be small (EDh → 0, argmin||EDh||, h = 0, 2, 3, . . . , 8) and the gh
unit will approach 1. The gh unit is the index that measure the similarity degree among nine row
weight vectors.

Step (4) transit the outputs of the gh units to the ri unit with nonlinear feedback and compute the
output of the ri unit using the hard limit function with a threshold value of 0.50, as:

g′h =

{
1, gh ≥ 0.50
0, gh < 0.50

(22)

R0p = [r1, r2, . . . , ri, . . . , r8], ri =
9

∑
h=1

aihg′h, i = 1, 2, 3, . . . , 8 (23)

Step (5) transit bidirectional patterns repeatedly between the ri units and gh units until bidirectional
stability is reached. When the patterns, R0, is not changed, and ∆R0p =

∣∣∣∣R0p − R0p−1
∣∣∣∣= 0 , where p is

the iteration number, then the BHAM algorithm will be terminated.
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When the BHAM network reaches bidirectional stability, the state si = 1, means one or more faults
have been detected. Thus, the BHAM network associates the numerical data to locate which PV panel
is at fault within the PV array. A flow chart of the BHAM algorithm for multiple fault location is shown
in Figure 5.Crystals 2018, 8, x FOR PEER REVIEW  9 of 16 
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3. Experimental Results and Discussion

The proposed multiple fault location algorithm using a BHAM network was designed and tested
on a PC Pentium-IV 2.4 GHz with 480 MB RAM and MATLAB mathematical computing software
(MathWorks, Natick, Massachusetts, USA). Relevant specific parameters of each PV panel used in
this study are shown in Table 2. In Taiwan’s subtropical outdoor environment, the average solar
radiation and temperature are approximately 0.20–0.80 kW/m2 and 30–40 ◦C, respectively, during
the summer season. For various radiation and temperature values, the MPPT algorithm [1–3,19–21]
can be employed to control the DC–DC boost converter until the desired MOP and output voltage is
reached. In this study, an ICM-based method [1,3] is used to estimate the desired output and adjust
the boost converter’s duty ratio to match the maximum point. The MPPT is used to track the MOP
by adjusting the voltage as solar radiation and temperature increase from 0.2 kW/m2 to 1.0 kW/m2

and from 30 ◦C to 45 ◦C, respectively. The P–V and the I–V characteristic curves of each PV panel
are shown in Figure 6. Hence, when atmospheric conditions change, the MPPT algorithm takes less
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than 10 switching controls to achieve the desired value. During the summer season, each PV panel
had output powers of 199.1 W to 262.2 W, output currents of 9.8 A to 13.6 A, and an output voltage of
19.8 V, as seen in Figure 6a,b. The boost converter adjusts the duty ratio until the desired values of
output power and voltage are reached, as seen in Figure 6c. The experimental results confirm that the
MPPT can estimate the output power of each panel under various atmospheric conditions, and it can
also work during clear day, low solar radiation and at the night-to-day transition.

Table 2. Specific parameters of each PV panel (at solar radiation of 1.0 kW/m2 and a temperature of
25 ◦C) [1,3].

Specific Parameter Value

Maximum Power Pmax 87.70 (W)
Short-circuit Current ISC 4.80 (A)
Open-circuit Voltage VOC 21.70 (V)

Rated Voltage VR 19.14 (V)
Rated Current IR 4.58 (A)

Number of Modules Connected in Series ns 36
Number of Modules Connected in Parallel np 2

For a rooftop PV system, we built an array of about 3.2–4.2 kW PV in the summer season,
which consists of two strings with 16 identical PV panels in parallel (the same manufacturer), as shown
in the experimental setup in Figure 7a. The specific parameters of the rooftop PV system with two
strings (1# and 2#) in the summer season are shown in Table 3. The measurement system includes
voltage, current, and power collected through data acquisition meters and communication lines.
Two BHAM networks are employed to locate PV panels with faults. The times between 8:00 a.m. and
18:00 p.m. was divided into 40 time slots (15 min time slots) for monitoring the rooftop PV system.
Atmospheric conditions are shown in Figure 7b, and each of the PV panels, string measurements,
and estimation powers are shown in Figure 7c. The total string output power was 2.87–3.44 kW,
and the output power of each panel was 0.18–0.23 kW. In addition, each BHAM network had eight
input nodes, nine hidden nodes, and eight output nodes for detecting fault in each string. The total
memory storage for the connecting matrix, C (8 × 8), weight matrix, W (8 × 9), and associative matrix,
A (8 × 9), is 832 bytes (208 × 4 bytes). The weight matrix, W, and associative matrix, A, are:

W ⇔ A

0.0 0.0 · · · · · · 0.0
1.0× λ1 1.0× λ1 · · · · · · 1.0× λ1

1.5× λ2 1.5× λ2 · · · · · · 1.5× λ2

2.0× λ3 2.0× λ3 · · · · · · 2.0× λ3
...

...
. . . . . .

...
4.5× λ8 4.5× λ8 · · · · · · 4.5× λ8


⇔



0 0 0 · · · 0
1 0 0 · · · 0
1 2 0 · · · 0
1 2 3 · · · 0
...

...
...

. . .
...

1 2 3 · · · 8


(24)

where elements, λ1 = λ2 = . . . = λ8 = 128, are eigenvalues of matrix C.

Table 3. Specific parameters of a rooftop PV system with two strings in summer season.

String Panel
Number

Radiation
kW/m2 Temperature ◦C Each Panel

Power (W)
Total Output Power

(kW) and Current (A)

1# 8 0.2–1.0 30–45 199.1–262.2 1.6–2.1 kW
78.4–108.8 A

2# 8 0.2–1.0 30–45 199.1–262.2 1.6–2.1 kW
78.4–108.8 A
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Figure 7. Experimental setup. (a) Schematic diagram of a rooftop PV system, consisting of 2 strings
with 16 PV panels; (b) Solar radiation and temperature versus time (from 8:00 a.m. to 18:00 p.m.);
(c) Each PV panel and string measurement power and estimation power.

If multiple open circuit faults occurred in PV panels, 1#, 2#, and 3# at string 1#, and in PV panels,
1#, 2#, and 3# at string 2#; therefore output power was not generated. At 13:00, solar radiation and
temperature were 830 kW/m2 and 37.5 ◦C; the MPPT algorithm was employed to estimate the MOP,
224.4 W, for each PV panel, and the output power for each faulted panel was 0.0 W. Six of the PV
panels in parallel were disconnected, and thus, the string output power degraded 37.5% of the MOP,
and an overcurrent was not generated. Hence, 16 power indexes could be estimated using Equation (9).
The fault location procedures at the recall stage for two BHAM networks are as follows:

Step (1) String 1#: [p1, p2, p3, p4, p5, p6, p7, p8] = [0.00, 0.00, 0.00, 0.95, 0.96, 0.95, 0.96, 0.97];

String 2#: [p1, p2, p3, p4, p5, p6, p7, p8] = [0.00, 0.00, 0.00, 0.96, 0.97, 0.96, 0.96, 0.95];
Step (2) power indexes were parameterized using Equations (10) to (12). The operation states of 16 PV

panels were identified as

String 1#: [s1, s2, s3, s4, s5, s6, s7, s8] = [1, 1, 1, 0, 0, 0, 0, 0];

String 2#: [s1, s2, s3, s4, s5, s6, s7, s8] = [1, 1, 1, 0, 0, 0, 0, 0];
Step (3) associated the output patterns: String 1#: [r1, r2, r3, r4, r5, r6, r7, r8] = [256, 256, 256, 192, 192,

192, 192, 192];

String 2#: [r1, r2, r3, r4, r5, r6, r7, r8] = [256, 256, 256, 192, 192, 192, 192, 192];
Step (4) computed the outputs of Gaussian function units:

String 1#: [g1, g2, g3, g4, g5, g6, g7, g8] = [0.0454, 0.2665, 0.5738, 0.4881, 0.2148, 0.0888, 0.0362,
0.0147, 0.0060];

String 2#: [g1, g2, g3, g4, g5, g6, g7, g8] = [0.0454, 0.2665, 0.5738, 0.4881, 0.2148, 0.0888, 0.0362,
0.0147, 0.0060];
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Step (5) transited the outputs of Gaussian function units to the output units using
Equations (22) and (23):

String 1#: [r1, r2, r3, r4, r5, r6, r7, r8] = [1, 2, 3, 0, 0, 0, 0, 0];

String 2#: [r1, r2, r3, r4, r5, r6, r7, r8] = [1, 2, 3, 0, 0, 0, 0, 0];
Step (6) reached bidirectional stability and terminated the BHAM algorithm.

In addition, from 8:00 a.m. to 18:00 p.m., 41 experimental tests were conducted, and the results of
fault locations indicated normal operating conditions from 8:00 a.m. to 12:45 p.m., 6 PV panels with
faults between 13:00 p.m. and 16:30 p.m., and 8 PV panels with faults from 16:45 p.m. to 18:00 p.m.
The experimental results indicate a fault location accuracy of 100% (hit rate). Experimental results
confirmed that the proposed model enables accurate multiple fault location within the PV array.

Therefore, by using electrical examinations, these promising results could be given to operators
prior to performing visual inspections using thermal sensors or IRTs. In solar panel maintenance,
visual inspections could thus be conducted to check for defects in any of the panels. In addition,
drone/light unmanned vehicle techniques with infrared cameras could also be deployed instead of
ground-based inspection techniques [21–23]. Furthermore, pilot and sensor operator inspected visual
images can be taken from a height of 10–15 m during maintenance in a large-scaled PV system or
rooftop system, which could reduce the number of manual tasks required, and reduce the amount of
time taken to conduct inspections. Therefore, maintenance engineers could visit fault locations without
the need to survey the entire PV array, which could ultimately reduce operating costs. Faults types
could be rapidly examined using manual and drone inspections, which would reduce the need for
online examinations. Electrical examinations and unmanned technology could thus be integrated into
inspections, thereby reducing costs and time.

To compare the proposed machine-learning model with other intelligent methods, we used
the same 256 input-output pairs of training data to train an artificial neural network, where 256
training patterns were used to determine the configuration of probability neural network (PNN) [24].
The multi-layer PNN consists of an input layer with 8 input nodes (independent variables), a pattern
layer with 256 nodes, a summation layer with 9 nodes, and an output layer with 8 nodes (dependent
variables). Optimal PNN parameters were determined using the traditional optimization algorithms,
such as least-square algorithm or the gradient descent algorithm [25–27], which iteratively analyzes the
mean squared error and adjust the optimal parameter to minimize the objective function. Under the
initial condition σ = 1.0000, and the pre-specified tolerance mean squared error, ≤10−2, the iteration
computing process took about <100 iterative computations to reach the convergent condition, as seen
in Figure 8. Optimal smoothing parameter, 0.1125 and 0.0773, was obtained to minimize the mean
squared error, and improve accuracy rate with learning rates, 0.5 and 0.6. However, initial condition
assignments, such as initial network parameters, learning rates, and pre-specified tolerance value,
can affect the model’s learning outcome performance. For example, a greater learning rate, >0.6,
allowed rapid learning stage to reach the convergent condition. However, its computation easily
trapped in the local minimum and perturbation around the desired optimal parameters, or tended to
the divergent condition. With learning rate, 0.5–0.6, and tolerance value, <10−2, the learning stage could
guarantee to reach the convergent condition in <50 iteration computations. In addition, fill-in with
elements in the input and output matrices can increase computing time, memory storage requirements,
and iterative computations. Therefore, considering 4 bytes for digital storage, the total memory
storage was 16,384 bytes (input matrix: 256 × 8 × 4 bytes and output matrix: 256 × 8 × 4 bytes). PNN
also provided a 100% hit rate and provided promising results for detecting multiple fault locations.
However, in contrast to the proposed model, the iterative computing processes and memory storage
requirements had two limitations.

For the input-output paired training patterns, we had 256 combinations of different possible
events for 8 inputs versus 8 outputs, and also had 9 possible events, including normal condition
and 8 faulted events, as shown in Figure 4. Thus, the BHAM topological size could be kept in a
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fixed configuration, such as the 8-8-9 topology used in this study. The proposed model showed very
fast training and recalling processes; however, its memory storage requirement needs to be reduced,
as shown in Table 4. The dimensions of the training patterns and the memory storage needs could
be reduced from 16,384 bytes to 832 bytes, overhead than the PNN method. The proposed BHAM
network could directly deal with the binary input pattern, and then act to associate the output pattern,
as corresponding output pattern with numerical data to identify the possible faulted PV panel. In the
recalling stage, the BHAM network took an average time of <0.03 s and ≤2 iterative computations
to reach bidirectional stability, as seen in Figure 8. Therefore, the proposed model could be easy to
implement in portable device designs, such as intelligent mobile vehicles or drone/light unmanned
vehicles. The measurement system transited metering PV panels’ output powers to a mobile vehicle
via WiFi wireless communication (IEEE 802.11 standards wireless local area network, WLAN) [28].
Thus, the reliability of location and detection results could be enhanced.

Table 4. Comparison of the proposed model and multi-layer PNN method.

Task

Method
BHAM Network PNN Method [24,25]

Network Configuration 8-8-9 8-256-9-8

Number 2 BHAM networks for 2 strings 2 PNNs for 2 strings

Training Data 256 input-output pairs 256 input-output pairs

Storage Matrix C8×8, W9×8, and A9×8 Input (256 × 8) and output (256 × 8) matrices

Memory Storage 832 bytes 16,384 bytes

Process Unit Gaussian function and
hard limit function Gaussian function

Learning Algorithm Bidirectional associative memory Least square algorithm

Learning Stage
Establish matrices,

C, W, and A
(Matrix Operation)

Iteration computing process < 100

Recalling Stage Iteration computing process ≤2 -

Execution Time Average time: <0.03 s Average time: <20 s

Testing Pattern 256 patterns for each BHAM network 256 patterns for each PNN

Accuracy 100% 100%

Application Easy to implement
in a mobile intelligent vehicle Average to implement in a mobile intelligent vehicle
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4. Conclusions

In this study, we propose a multiple fault location method for use in PV array inspection
employing BHAM networks. For a rooftop PV system with two strings in parallel, experimental results
show that the proposed method has computational efficiency and high accuracy when conducting
online electrical examinations. The power degradations were parameterized using the Z sigmoidal
and S sigmoidal functions to screen the operation state of each PV panel. Then, BHAM method deals
with the state vector to locate the faulted PV panel in a PV array. In contrast with the PNN method and
traditional BHAM, the BHAM network requires minor iterative computations (≤2) without updating
network parameters, and needs no rule-based weighted inference. The modified BHAM method
overcomes the nonlinear separable problem, and designs a nonlinear recurrent hetero-associative
memory model. It took approximately <0.03 s to complete the recall stage for a real-time application.
It is thought that this method can also overcome the complexity involved in an adjustable pattern
mechanism; its model can store high-dimensional training patterns in a connecting and associate
matrix as modeling human cognitive and memory processes. The matrix operations require only a
short design cycle, and it is easily implemented in a portable embedded system or a mobile intelligent
vehicle. The proposed detect method was promising for locating faults in a PV array when dealing
with solar radiation levels of 0.2 kW/m2–0.8 kW/m2 and temperatures of 25 ◦C–40 ◦C, and indicated
a fault location accuracy of 100% under clear days, lower solar radiation conditions, and night-to-day
transition. In addition, as the capacity of PV systems will increase when connecting several PV panels
in either parallel or series, and this will use a vast amount of space and long-term outdoor operations,
the promising technology presented here can be integrated into light, unmanned vehicles and wireless
communication. In addition, through an advanced metering infrastructure (AMI), metering power
data can be transited to the BHAM-based monitor via WiFi wireless. In each PV array (parallel or series
configuration), multiple BHAM-based monitoring system can be further established to identify fault
types for each PV panel, including lower/upper grounded faults, open-circuit faults, bridged faults,
and mismatch faults. The proposed BHAM algorithm is easy to implement and embed in existing
supervisory control and data acquisition (SCADA) systems and AMI system without the need for
extra devices.
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