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Abstract: In this work, unidirectional pulse propagation equation (UPPE) modeling is performed
to study the nonlinear laser-mater interaction in silicon and Nd:Y3Al5O12 (Nd:YAG) crystals.
The simulation results are validated with reported experimental results for silicon and applied
to Nd:YAG crystals with experimental validation. Stress-induced waveguides are written in Nd:YAG
crystals using 515 nm, 300 fs pulses at a 1 kHz repetition rate. Waveguides having a mean propagation
loss of 0.21 ± 0.06 dB/cm are obtained, which is lower than the previous reported values for Type-II
waveguides written in Nd:YAG crystals. The modeling and experimental results consistently show
that the modification (waveguide track) depth increases with input energy. A detailed analysis is
presented to control the modal properties of the waveguide in the context of UPPE simulation.

Keywords: femtosecond laser writing; nonlinear pulse propagation; stress-induced waveguide
writing; Nd:YAG crystal

1. Introduction

Femtosecond (fs) waveguide writing is a powerful technique for the fabrication of
three-dimensional photonic waveguide components in dielectric amorphous [1] and crystalline
materials [2–7], semiconductors such as silicon [8] and diamond [9–11], and polymers like
polydimethylsiloxane [12]. Among dielectric materials, YAG (Y3Al5O12) is highly suitable for writing
waveguides and realizing waveguide lasers due to its excellent optical and thermomechanical properties,
such as long fluorescence lifetime, high emission cross-section, and good thermal conductivity [5].
Femtosecond-laser-written waveguides are broadly classified into directly written waveguides (Type
I), stress-induced waveguides (Type II), depressed cladding waveguides (Type III) and ablated ridge
waveguides (Type IV) [13]. Type II waveguides are more advantageous than other types for waveguide
lasers in YAG [13]. For example, they are superior to the Type III waveguides in terms of ease in
fabrication and single mode profile. In Type II configuration, a fs-laser induces a negative refractive
index change in the irradiated track (focal) region due to both lattice damage and induced stress [14]
and a relatively high index in the nearby background through stress-induced effects. There are
several reports of Type II waveguide writing in Nd:YAG crystals based on stress-induced refractive
index change [3,5,13–17]. However, there is currently no detailed explanation of the nonlinear optical
mechanisms and their impact, such as fluence evolution and plasma formation induced by multi-photon
ionization (MPI) on waveguide writing. In this work, we study for the first time the underlying
physics behind nonlinear optical dynamics in ultrafast laser beam propagation during the femtosecond
laser processing of Nd:YAG. Unidirectional pulse propagation equation (UPPE) [18] simulation is
carried out to analyze the nonlinear pulse propagation inside a Nd:YAG crystal, which provides
a better understanding of how pulse energy and focusing conditions affect material modification
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(waveguide track) and guiding properties. Based on this UPPE modeling, a comprehensive analysis
of an optimization method has been presented to control the modal properties, such as shape and
propagation loss of the waveguide. The effects have been analyzed and optimized to achieve minimum
propagation loss and better mode confinement.

2. Unidirectional Pulse Propagation Equation Modeling to Predict Nonlinear Dynamics in
Femtosecond Laser Processing of Crystal Materials

UPPE-based numerical modeling is used to predict the spot size and peak fluence evolution of
a single pulse in both longitudinal and transverse directions, using different laser parameters and
focusing conditions. UPPE simulation investigates the nonlinear optical dynamics inside the Nd:YAG
substrate, considering self-focusing by the Kerr effect and defocusing by plasma generation through
Equation (1) [18].

∂
∂z

Ekx,ky(ω, z) = ikzEkx,ky(ω, z) +
iω2

2ε0c2kz
Pkx,ky(ω, z) −

ω

2ε0c2kz
Jkx,ky(ω, z) (1)

where E is the electric field, z is the longitudinal propagation direction, ω is the optical frequency,

kx,y are transverse wavenumbers, kz =
√
ω2ε(ω)/c2 − kx2 − ky2, and Pkx,ky(ω, z) and Jkx,ky(ω, z) are the

nonlinear polarization and current density, respectively. Equation (1) is solved together with the kinetic
equation for plasma concentration (ρ), as given by Equation (2):

∂ρ

∂t
= σK|E|2K(ρat − ρ) − ρ/τc (2)

where ρat is the initial valence electron density, τc is the electron collision time, σK is the MPI cross-section
and K is the MPI order. Pulse propagation in silicon is first analyzed and compared with previous
reported results to validate the modeling accuracy [8]. The parameters of silicon considered in our
modeling are given in Table 1 [8].

Table 1. Silicon parameters used for unidirectional pulse propagation equation (UPPE) simulation.

Parameter Value

Energy gap 1.12 eV
Multi-photon ionization (MPI) order 2 (@1.3 µm)

Nonlinear coefficient 1.5 × 10−18 m2/W
Neutral density 5 × 1028 m−3

Collision time 3.3 fs
MPI cross-section σ2 = 5.23 × 10−22 m4/W2s

Figure 1a shows the evolution of energy, fluence, and plasma density along the propagation
direction (z) of the laser pulse for different input energy while the laser beam is focused 150 µm below
the top surface of the substrate. The numerical aperture of the focusing microscope is 0.5.
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Figure 1. UPPE simulation for silicon: evolution of (i) pulse energy, (ii) fluence, and (iii) plasma
density along the propagation direction of a laser pulse for different (a) input energy, and (b) numerical
aperture (NA) of the focusing optics.

Figure 1ai shows that owing to the multi-photon absorption in the material, pulse energies
are nonlinearly depleted from their initial values before reaching their respective focal planes (the
minimum beam waist for each energy). When the pulse energy increases from 50 nJ to 100 nJ, then
to 150 nJ, the fraction of energy arriving at the focal plane decreases from 43% to 35%, and then to
30%, respectively. Figure 1aii shows that the peak fluence increases from 0.19 J/cm2 to 0.21 J/cm2,
and then to 0.23 J/cm2, when input pulse energy increases from 50 nJ to 100 nJ, and then to 150 nJ,
respectively. Meanwhile, the fluence peak is shifted toward the top surface (z = 0) of the substrate due
to self-focusing induced by the Kerr effect. Figure 1aiii shows that while the laser pulse propagates into
the material, plasma density initially increases with input energy (50 nJ to 150 nJ) and then saturates
near the focal plane. This can be explained by the nonlinear dependence (Equation (2)) of plasma
density on intensity. The plasma saturation near the focal region is due to the inverse Bremsstrahlung
absorption and plasma defocusing dominating over the self-focusing. The details of the dependence of
plasma density on intensity can be found in [8,19–21]. Figure 1b further compares energy, fluence, and
plasma density evolution for two different focusing conditions (numerical aperture (NA) = 0.5 and 0.7)
at an input energy of 50 nJ. When the NA is increased from 0.5 to 0.7, the energy depletion becomes
more abrupt (steeper slope) around the focal location and 6.6% more energy is absorbed, the peak
fluence increases from 0.19 J/cm2 to 0.25 J/cm2, and the plasma density increases from 0.55 × 1020 cm−3

to 1.84 × 1020 cm−3. Thus, a broadened fluence profile (broader focus) along the propagation direction
can be achieved with higher pulse energy, while a narrowed fluence profile (tighter focus) can be
achieved by a larger NA.

An analysis of beam waist evolution is provided to gain more insights on this effect. Figure 2
shows the beam waist (inside silicon) along the propagation direction under different energy and
focusing conditions.
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Figure 2. Beam waist evolution for silicon (a) at different pulse energy for 0.5 NA and (b) for different
NA values at 50 nJ input pulse energy.

As shown in Figure 2a, when input energy is increased from 50 nJ to 150 nJ for NA = 0.5, the focal
spot is increased from 2.70 µm to 3.70 µm due to the broadened plasma profile described in Figure 1aiii.
From Figure 2b, when the NA is increased from 0.5 to 0.7 at an input energy of 50 nJ, the simulated
focal spot radius slightly decreases from 2.70 µm to 2.23 µm (~17%). For the same NA variation (0.5
to 0.7), however, the calculated diffraction-limited focal spot size reduces by 34% (from 2.12 µm to
1.40 µm). This difference is owing to the increased plasma defocusing effect inside the material. Similar
results were obtained for input energy values of 100 nJ and 150 nJ.

The simulation results presented above are consistent with previous experimental observation:
when the pulse energy is increased, the peak fluence increases and shifts towards the top surface, and
the focal volume broadens along the pulse propagation direction (see Figure 1b in [8]).

The results demonstrate that (1) it may not be an effective approach to simply increase laser-pulse
energy for a given focusing condition (NA) due to the induced defocusing from the increased plasma
density; (2) the sample can be more easily modified when using an objective with higher NA at
certain input energy. The effectiveness of increasing NA is affected by the competition between
plasma-induced defocusing and Kerr-effect-induced self-focusing; and (3) UPPE modeling can be used
as an effective tool to balance these nonlinear effects and produce controlled material modification.

The UPPE model was extended to simulate femtosecond laser interaction inside Nd:YAG crystals.
The Nd:YAG material parameters and other simulation parameters are provided in Table 2 [22]. A laser
wavelength of 2 µm is used for the simulation due to the limited literature-reported value for the
Nd:YAG MPI cross-section. However, the obtained results and observations at this wavelength can be
qualitatively analyzed to provide insight into our experiment at 515 nm.

Table 2. Nd:Y3Al5O12 (Nd:YAG) parameters used for UPPE simulation.

Parameter Value

Energy gap 6.5 eV
MPI order 11 (@2 µm)

Nonlinear coefficient 7 × 10−20 m2/W
Neutral density 7 × 1028 m−3

Collision time 3 fs
MPI cross-section σ11 = 2 × 10−181 m4/W2s

The evolutions of deposited energy and peak fluence inside Nd:YAG crystal for 0.5 NA microscope
objective at three different input-energy values, 2 µJ, 3 µJ, and 4 µJ, are shown in Figure 3. The width of
the fluence profile along the beam propagation direction (z direction) is larger for a higher input energy.
This implies that deeper modification depth is expected to be achieved with higher pulse energy.
However, when the input energy increases from 2 µJ to 4 µJ, the peak fluence only increases by 7.5%.
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This indicates that fluence at the focus is not very sensitive to the increase in input energy due to the
nonlinear absorption of the laser pulse energy prior to arriving at the focal location. The experimental
validation of these observations is discussed in Section 3.
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Figure 3. Energy and fluence evolution along the beam propagation direction in Nd:YAG.

Figure 4 shows the evolution of the beam waist along the propagation. The beam waist is
broadened when increasing the input pulse energy. Since the generated plasma density at higher
energy defocuses the beam, the radius of the focal spot increases from 4.08 µm to 5.31 µm when the
input energy is increased from 2 µJ to 4 µJ.
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3. Experimental Demonstration and Modeling Validation

3.1. Waveguide Fabrication

A 300 fs, 515 nm (2nd harmonic) ytterbium fiber laser (Satsuma HP3, Amplitude Systèmes, Cité de
la Photonique, Pessac, France) with a repetition rate of 1 kHz is used for the fabrication of waveguides
in Nd:YAG crystals (7.5 mm × 5 mm × 10 mm), cut along the crystal axes. Figure 5 shows the schematic
of the experimental setup for laser waveguide writing.

The laser beam is focused into the sample, 200 µm below the surface, by a 20×microscope objective
(MO, Nikon, Minato, Tokyo, Japan) with an NA of 0.5. Type II waveguides were written with various
configurations. During the writing process, the sample was moved at a given velocity along the X
direction by a motorized translation stage. Different pairs of tracks with separation varying from
20 µm to 30 µm were inscribed with pulse energies ranging from 2 µJ to 4 µJ.
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Figure 5. Schematic of the waveguide writing setup. Legend: MO, microscope objective.

3.2. Waveguide Characterization

A free-space coupling method as shown schematically in Figure 6 is used to characterize the
guided modes in the waveguide. A He-Ne Laser beam (632.8 nm wavelength) is focused into the
channel waveguides by a microscope objective 1 (MO1, Mitutoyo, Kawasaki, Japan) lens (10×, 0.28 NA).
The effective NA of the objective is measured to be 0.029, due to the small input beam diameter
compared to the objective aperture. The polarization of the laser beam is controlled by a polarizing
beam splitter (PBS) and a λ/2 plate.
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Figure 6. Schematic of the waveguide characterization set up.

The second microscope objective (MO2, Olympus, Shinjuku, Tokyo, Japan) lens (20×, 0.4 NA)
images the guided mode onto a beam profiler (DataRay Inc., Redding, California, United States) for
near-field beam-profile analysis. Camera 1 (Imaging Source, Charlotte, NC, United States) measures
the cross-section of the fabricated waveguide. Camera 2 (Imaging Source, Charlotte, NC, United States)
acquires the fluorescence excited by the laser and scattered light from the fabricated tracks. The sample
is mounted on a mechanical stage with linear translation in the X and Y directions (perpendicular
to the beam direction) and rotation around these two axes. The focal positions of the objectives are
adjustable with their respective translation stages.

3.3. Comparison of Experimental and Modeling Results

To experimentally validate the UPPE results, the effect of pulse energy on the depth of the laser
induced tracks, as well as on the guided modes, is analyzed. Figure 7 shows the cross-section of the
waveguide tracks and the near-field fluence maps of the guided mode when increasing the input
energy from 2 µJ to 4 µJ while maintaining the scanning speed at 100 µm/s and the track separation at
20 µm. It should be noted that the polarization of the beam is kept perpendicular to the top surface
of the substrate (along the Y axis, as shown in Figure 6). Only this polarization produces guided
propagation between the two tracks, as has also been previously reported [5].

Figure 7a shows that the track depth increases from 12 µm to 18 µm when the pulse energy is
increased from 2 µJ to 4 µJ. There is no significant change in the widths of the tracks. This experimental
result is consistent with the UPPE simulation result shown in Figure 3, where the fluence profile is
broadened along the longitudinal z axis for higher input pulse energy, whereas the peak fluences
are similar.
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Figure 7b shows the near-field intensity maps of the corresponding guided modes captured by
the beam profiler. The mode field diameter (MFD) of the guided mode is obtained from the near-field
profile. When the laser-pulse energy is increased from 2 µJ to 4 µJ, the equivalent MFD (average of
values in direction along and perpendicular to the tracks) decreases from 19.5 µm to 15.3 µm, and the
corresponding aspect ratio of the MFDs decreases from 1.16 to 1.04. The mode becomes smaller and
more symmetric with increasing track depth, induced by increasing pulse energy. This indicates that
input energy can control the size and the symmetry of the guided mode. The confinement factor (cm)
of the guided mode is defined as the ratio of the MFD and the track separation, cm = MFD/S, where
cm = 1 represents the worst confinement. When the pulse energy increases from 2 µJ to 4 µJ, the mode
is better confined between the tracks, with cm decreasing from 0.90 to 0.75.

The refractive index contrast (∆n) of the waveguide is obtained from the NA of the waveguide
(assuming a step index profile for the refractive index) using the following equation [5], i.e.,

∆n ≈
NA2

2n0
(3)

where n0 = 1.83 is the refractive index of the Nd:YAG crystal and NA = sinθm. Here, θm is the half
divergence angle of far-field measurement that can be obtained with Equation (4), using the measured
MFD and assuming the guided mode has a Gaussian distribution:

θm =
2λ

πMFD
(4)

Figure 8 plots the determined ∆n, which increases with pulse energy, for all track spacings.
This shows that higher pulse energy produces a higher index contrast ∆n as more stress is induced
inside the crystal.
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The propagation loss (LP) is obtained using Equation (5) and involves subtracting coupling loss
(LC) and Fresnel reflection loss (LR) from the measured insertion loss (LI).

LI = LC + LP + 2LR (5)

The coupling loss between the input beam and the waveguide is determined by the mode field
overlap integral [23,24] using Equation (6), where E1 and E2 correspond to the field focused by the
microscope objective MO1 and the fundamental guided mode in the waveguide, respectively.

LC(dB) = −10log10

 [
s

E1(x, y)E2(x, y)dxdy]2
s

E1
2(x, y)dxdy

s
E22(x, y)dxdy

 (6)

This integral is further simplified to Equation (7) [24,25]. The loss is calculated by using the MFDs
of two overlapping modes, i.e.,

LC(dB) = −10log10

[
2w1w2

w1
2 + w22

]2
(7)

where w2 is the MFD of the guide mode, measured at 1/e2 peak intensity. Similarly, w1 is the measured
Gaussian beam waist of the focused input beam by objective MO1, in the absence of the waveguide.
It may be noted that the absorption loss by optical components (e.g., MO2) needs to be taken into
consideration when calculating the propagation loss.

The measured propagation losses for waveguides written at pulse energy values of 2 µJ, 3 µJ, and
4 µJ are shown in Figure 9 for a fixed 100 µm/s scanning speed. The propagation loss first decreases
when the input pulse energy is increased from 2 µJ to 3 µJ; it then slightly increases when energy
is further increased from 3 µJ to 4 µJ. When the pulse energy is increased, the increase in refractive
index contrast provides a better confinement of the mode, which may lead to lower propagation loss;
however, structure irregularities may also increase, which increases scattering loss [7]. The tradeoff

and balance between these two modifications, which is also dependent on scanning speed, drives the
propagation loss shown in Figure 9.
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Figure 9. Propagation loss of waveguides fabricated at different pulse energies and track separation,
for a scanning speed equal to 100 µm/s.

The deposited energy can be controlled by adjusting the scanning speed of the writing process.
A lower scanning speed (with a fixed pulse energy) leads to a higher ∆n because larger overlap between
consecutive pulses allows for larger energy deposition. UPPE simulations show that the energy
depletion along the focusing direction varies with input energy of a single pulse. We expect that energy
deposition will be affected by scanning speed, since more energy is deposited at a particular location for
lower scanning speed, keeping the pulse repetition rate constant. We therefore optimized the fabrication
process to minimize the propagation loss for different scanning speeds and track separations. After
optimization, a 10 µm/s scanning speed and 30 µm track separation were chosen, leading to different
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propagation losses at pulse energies of 2 µJ, 3 µJ, and 4 µJ, as shown in Figure 10a. The mean values of
propagation loss measured from five samples are 0.23 ± 0.07 dB/cm, 0.21 ± 0.06 dB/cm, and 0.57 ± 0.08
dB/cm at 2 µJ, 3 µJ, and 4 µJ, respectively. This might be caused by the measurement uncertainty due
to the coupling sensitivity. Thus, the minimum propagation loss (mean value) achieved through this
optimization is 0.21 dB/cm for a waveguide written at a pulse energy of 3 µJ and a scanning speed of
10 µm/s.
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Figure 10. (a) Propagation loss versus energy for waveguides written at 10 µm/s speed and 30 µm
separation. The black curve represents the mean value of propagation loss, whereas the red, green,
and blue squares represent the individual propagation loss values at 2 µJ, 3 µJ, and 4 µJ pulse energy
values, respectively. (b) Transverse cross-section of one of the waveguides written at 3 µJ. (c) Guided
mode profile corresponding to the waveguide shown in (b). The mode field diameter is 15.6 µm.

Figure 10b shows the transverse cross-section of one of the waveguides written at 3 µJ with
a propagation loss of 0.2 dB/cm. The depth of the tracks obtained at 10 µm/s is 28 µm, which is
significantly increased from the 15 µm depth obtained at 100 µm/s (Figure 7a). It is noted that there is a
slight bending along the track, which has also been reported in other works [5,7,11]. This is possibly
caused by the non-optimal stability of the translation stage when used at a low scanning speed, which
could be improved with higher-precision hardware. Figure 10c shows the corresponding mode field
profile with a diameter of 15.6 µm. The corresponding ∆n is 1.83 × 10−4. The confinement factor is
cm = 0.52, which indicates better confinement than at a higher scanning speed.

The demonstrated propagation loss (mean), 0.21 dB/cm, is, to the best of our knowledge, much
lower than previously reported values (~1 dB/cm) [5,17]. We attribute this low loss to the following
two factors. First, in the reported work, a near-infrared wavelength is used to write the tracks, whereas
in this work, a 515 nm laser is used. As shown from our UPPE modeling, nonlinear dynamics highly
depend on the wavelength-dependent material parameters such as MPI order and MPI cross-section,
and, thus, wavelength can play a significant role in modifying crystal structure. Second, optimization
under the guidance of UPPE provides a proper combination of scanning speed, track separation, and
energy to achieve this lower propagation loss.

4. Conclusions

An extensive UPPE simulation was performed in this work in order to analyze the evolution of
pulse energy, fluence, plasma generation, and beam waist along the propagation direction inside silicon
and Nd:YAG. The modeling shows that, with increasing input pulse energy, the peak fluence increases
and shifts towards the direction from which the beam is coming. Furthermore, the focal volume
broadens along the pulse propagation direction. These observations are in good agreement with already
reported experimental results in silicon and our experimental observations for Nd:YAG. A detailed
experimental study of the effects of pulse energy and scanning speed on the track depth, propagation
loss, and modal properties of the waveguides is presented. A minimum (mean) propagation loss of
0.21 ± 0.06 dB/cm is achieved for waveguide configuration written at a scanning speed of 10 µm/s, pulse
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energy of 3 µJ, and track spacing of 30 µm. The UPPE simulation provides a deeper understanding of
the effect of laser parameters on material modification and mode properties during femtosecond laser
writing of a waveguide. It can be applied to laser writing in other relevant photonic materials.
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