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The derivation of many of the mathematical expressions presented in the manuscript is rather 

cumbersome and is not given in the main body of the paper. In order to make it easier for readers to 

understand the mathematical procedures for deriving these relations, we give below examples of 

intermediate algebraic passages to clarify derivations of some equations in the main body of the 

manuscript. 

1. Derivation of Eq. (38) 
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. (38) 

This expression follows from the definition of the defect density tensor (21). According to this 

definition: 
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Summing the corresponding derivatives in Eq. (38.1): 
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(38.2) 

we obtain the identity zero, which justifies the correctness of Eq. (38). 

2. Derivation of Eq. (39) 
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At =0, the identity (38) takes the form 
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At μ=0,1,2,3, the Eq. (39.1) is written as follows: 
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(39.2) 

At γ=0,1,2,3, the following equalities follows from the first expression in Eq. (39.2): 
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Recall that  
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At τ=0, all the expressions in (39.3) are identically equal to zero. 

At τ=1, they are written as follows: 
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(39.5) 

Taking into account Eq. (39.4), Eq. (39.5) can be written in the following form: 
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Writing Eq. (39.3) in the same way for τ = 2 and τ = 3, one can obtain expressions (39.7) and (39.8) 

respectively: 
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The expressions (39.6)-(39.8) are componentwise form of the first equation in (39) :
t
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At γ=0,1,2,3, the second equality in Eq. (39.2) implies that: 
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(39.9) 

At τ=0, 1,2,3, the first equality in (39.9) leads to the following expressions: 
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Taking into account the definition (39.4), we can conclude that the first two expressions are 

identically equal to zero, and the last two expressions determine the equation obtained earlier: 
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From the second equality in (39.9) we obtain identically equal to zero equations for τ = 0,1,2,3: 
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From the third equality in (39.9) we obtain identically equal to zero equations for τ = 0,1,2,3: 
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Here the first three equations represent identically zero equalities, and the last one defines the 

expression: 

0
3

3

2

2

1

1 =



+




+





xxx
, (39.14) 

or in vector form:  
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This corresponds to the second equation in (39) статьи.  

Note that the last equation in (39.9) is followed by expressions: 
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which determine the equations (39.11) and (39.14). 

3. Derivation of Eq. (40) 
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Let us consider Eq. (38). We will consider the spatial values of the index ν=i=1,2,3 (here the indices 

,, take the values 0,1,2,3). 

At γ=0, the possible variants of the formula (38) are following equalities: 
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b) at μ=1 and τ=0,1,2,3
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c) at μ=2 and τ=0,1,2,3
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d) at μ=3 and τ=0,1,2,3
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Substituting the values of the elements of the matrix (40.5) in (40.1)-(40.4), we obtain the following 

equations: 
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which correspond to the second vector equality in Eq. (40). 

At γ=1, the possible variants of the formula (38) are following equalities: 

a) at μ=0 and τ=0,1,2,3 
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b) at μ=1 and τ=0,1,2,3 
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c) at μ=2 and τ=0,1,2,3 
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d) at μ=3 and τ=0,1,2,3 
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Substituting the corresponding elements of the matrix (40.5) in (40.7)-(40.10), we obtain, along with 

the zero identities and the previously obtained equalities 
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This equation is the first expression in (40). 

Below we show that the same result is obtained for other values of  (=2,3). 

Indeed, if =2, then: 
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c) at μ=2 and τ=0,1,2,3 
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d) at μ=3 and τ=0,1,2,3 
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When we substitute the values of the elements of the matrix (40.5) into (40.12)-(40.15), we obtain the 

already known equations: 
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Writing (38) in the same way for γ=3 and μ,τ=0,1,2,3, we also obtain the previously found equalities: 
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4. Derivation of Eq. (42) 
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Formula (42) follows from Eq. (41) and the definition of the defect density tensor (38.1): 
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Taking these expressions into account, the Eq. (41) can be written in the form: 
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Determining the divergence of this expression, we get the relation: 
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which corresponds to the equation (42). 

5. Derivation of Eq. (51) 
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This formula is derived as follows. At τ,ν=0, from (42.2) we get: 
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Substituting here the corresponding elements of the matrix (39.4) and the value of the corresponding 

component of the stress tensor (see Eq. (48) in the manuscript) 
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Vector form of this expression coincides with (51). 

6. Derivation of Eq. (54) 
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This formula is derived similar to (51).  

May =i take spatial indices (e.g. i=1) then we get on the basis on (42.2): 
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Substituting the values of the elements of the matrix (39.4), we obtain the following expression: 
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For other values i=2,3, we get similar expressions 
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Together with (54.2) and taking into account the definitions of the components i0 (see Eq. (51.2)), we 

obtain the expression (54). 

7. Derivation of Eq. (55) 
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If we assume that the index  takes spatial values and =0 in (41) (or (42.2) in Supplementary 

Materials), we can write the following expression 







=




+




+




+




=





03

30

2

20

1

10

0

000 1

Sxxxxx
. (55.1) 

Substituting the corresponding values from (40.5) and (51.2) for α0νγ and σ0ν respectively, we obtain an 

equation for the tensor of translational defects flux density in crystalline phase: 
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8. Derivation of Eq. (56) 
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This formula is obtained similarly to (55) when the indices  and  in equation (51.2) take only spatial 

values: 
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where i,j=1,2,3.  

Replacing ij with the corresponding values from the table (40.5), we obtain the required expression 

(56). 
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8. Derivation of Eq. (59) 




 =
0

0F . (59) 

This equation is written for the time component of the expression (58). Note that Eq. (58) is a 

four-dimensional generalization of the well-known expression for three-dimensional space. The 

continuous three-dimensional expression for the force acting on the ensemble of defects can be 

obtained on the basis of the classical expression for the force acting on a single defect (see the paper 

M. Peach and J. S. Koehler The Forces Exerted on Dislocations and the Stress Fields Produced by 

Them // Phys. Rev. 1950, 80 ,436).
 

9. Derivation of Eq. (60) 
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This equation follows from Eq. (59) at =0: 
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when substituting corresponding values of the components of the matrices 0 and 0
0 (see Eqs. 

(39.4) and (51.2)). 

10. Derivation of Eq. (63) 
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The sequence of steps to obtain this formula is described in the main body of the paper. 

11. Derivation of Eq. (66) 
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This formula follows from Eq. (59) at spatial values of the index =i: 
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when substituting corresponding values of the components of the matrices 0 and i
0 (see Eqs. 

(40.5) and (51.2)). 

12. Derivation of Eq. (80) 
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Formula (80) is derived from (76), which is a partial case of Eq. (59) at the spatial value of  and ν=0. 

The procedure of obtaining this expression in the work is typical.  

Recall that the mathematical symbol “” denotes the double scalar convolution of tensors, and the 
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symbol “” denotes the vector product of tensors with respect to the first indices and the scalar 

product with respect to the second indices. 

13. Derivation of Eq. (84) 

) *VJ~(F


+= . (84) 

This expression is derived on the basis of Eq. (76) at spatial values of the index γ=j: 
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Taking into account the definitions of the corresponding components of the matrices, Eq. (84.1) 

transforms to (84). 

14. Derivation of Eq. (88) 
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Derivation of this formula is typical and not difficult with the above explanations on the 

mathematical symbols “” и “”. 

15-16. Derivation of Eqs. (95)-(96) 
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These equations are derived in the similar way.  

In particular, to obtain (95) we take the divergence operation from equation (93c): 
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The left side of this equation is identically zero: ( ) 0


. In the right side, we swap the 

derivatives with respect to coordinates and time: 
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. (95.2) 

Then we use the definition of ( )g

  from equation (93d) and obtain the desired equation (95). 

To obtain (96) we take the divergence operation from equation (93h): 
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The left side of this equation is identically zero: ( ) 0 ~ . In the right side, we swap the 

derivatives with respect to coordinates and time: 

( ) ( ) ( ) 







+++




= 21

2

1111
0

SSSt

J

c
. (96.2) 



11 

 

Then we use the definition of ( )J  from equation (93g) and obtain the desired equation (96). 

17. Derivation of Eq. (111) 
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In the revised version of the paper, Eq. (111) is written for the particular component of the tensor (Jxx) 

under condition of uniaxial loading. 

18. Derivation of Eq. (120) 

D+−=  2

2

1
. (120) 

This equation is a formulation of Eq. (114) after the introduced new designations and taking into 

account the temperature and viscous stresses. 


