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Abstract: Death investigations often include an effort to establish the postmortem interval (PMI) in
cases in which the time of death is uncertain. The postmortem interval can lead to the identification
of the deceased and the validation of witness statements and suspect alibis. Recent research has
demonstrated that microbes provide an accurate clock that starts at death and relies on ecological
change in the microbial communities that normally inhabit a body and its surrounding environment.
Here, we explore how to build the most robust Random Forest regression models for prediction of
PMI by testing models built on different sample types (gravesoil, skin of the torso, skin of the head),
gene markers (16S ribosomal RNA (rRNA), 18S rRNA, internal transcribed spacer regions (ITS)),
and taxonomic levels (sequence variants, species, genus, etc.). We also tested whether particular
suites of indicator microbes were informative across different datasets. Generally, results indicate
that the most accurate models for predicting PMI were built using gravesoil and skin data using the
16S rRNA genetic marker at the taxonomic level of phyla. Additionally, several phyla consistently
contributed highly to model accuracy and may be candidate indicators of PMI.

Keywords: postmortem interval; microbiome; decomposition; Random Forest regression

1. Introduction

Unattended death scenes pose challenges for crime scene investigators because the time of
death, also known as the postmortem interval (PMI), is often unknown. However, no death scene
is really unattended—microorganisms are ubiquitous, and these tiny witnesses can provide clues
about the events surrounding death. For example, communities of microorganisms often have
predictable ecologies, which can be leveraged for temporal [1,2] and geographic information [3].
Due to the rapidly decreasing costs of next-generation sequencing, it is feasible and cost-effective
to track microbial community change during decomposition via standard microbiome sequencing
protocols [4]. Three taxonomically-informative genomic markers—16S ribosomal RNA (rRNA)
(archaea and bacteria), 18S rRNA (microbial eukaryotes), and internal transcribed spacer regions
(ITS; fungi specifically)—have been widely utilized to characterize microbial community composition
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and diversity [5–7]. Using these markers, recent research has revealed that tracking microbial
community succession associated with mammalian cadaver decomposition can be a useful tool for
estimating PMI [8]. This idea is very similar to tools developed in the field of forensic entomology,
in which the succession of insects can be informative about the time frame and season of death [9].
Several studies have demonstrated consistent changes in microbial community composition during
mammalian decomposition associated with skin [10–12], gastrointestinal/rectal locations [10,11,13,14],
oral sites [12], nasal and ear cavities [15], and cadaver-associated soils [10,11,16–18]. These
studies have used a variety of model-based statistical approaches for estimating PMI. For example,
Pechal et al. [12], utilized an indicator species analysis at the bacterial family taxonomic level over 5
days of decomposition. Furthermore, Hauther et al. [13] utilized an exponential decay model based on
declines in relative abundance of particular bacteria such as Bacteroides, Lactobacillus, and Bifidobacterium.
However, the most accurate estimates of PMI have employed machine learning approaches [10,11,15],
which are ideal for constructing models that utilize changes in relative abundance of all microorganisms
in the entire community, as opposed to focusing on a subset of taxa that may not be the most
temporally informative.

The reproducibility of microbial community succession during mammalian decomposition
indicates that it can be used to predict PMI. However, there is no single microbial species informative
enough for accurate prediction. Machine learning is a powerful tool to discover the patterns in complex
data and thus can be applied in this case to predict PMI utilizing a diverse microbial community [19].
Using the quantification of each microbial taxa by a marker gene (16S rRNA, 18S rRNA, or ITS) as
a predictive feature, supervised regression models can be trained to learn the implicit relationship
between microbiome composition and decomposition time point. The Random Forest regression model
is widely used because of its robustness to overfitting, excellent performance, and easy parallelization
of computing [20]. Random Forest is an ensemble machine learning method that fits a set of decision
trees on subsamples of the data set, and then combines the results to improve regression accuracy. Like all
tree-based regression methods, Random Forest tends to overestimate the PMI of samples at the low
end of PMI and underestimate at the high end of PMI. However, this systematic bias in Random
Forest models is well known and can be calibrated with additional data sets [21]. In previous reports,
Random Forest regression has been shown to achieve accurate PMI prediction in multiple skin and
cadaver-associated soil gene marker data sets across decomposition of different host species [10,11].

We identified several knowledge gaps for developing robust machine learning Random Forest
regression models for estimating PMI and addressed them using a meta-analysis of four previously
published mammalian decomposition time-series data sets [10,11]. We aim to address which sample
type(s), gene marker(s), and taxonomic level(s) provide the most accurate microbial model for
estimating PMI. Additionally, we investigated whether particular microbes are informative across
different sample types and data sets, which provide insights into whether suites of microbes or
microbial groups can be used as indicators, or whether the full community provides the most accurate
information. We chose four data sets that represented a range of environments and were generated
using a standardized set of microbiome protocols [4]. which makes them directly comparable. We focus
our investigations on swabs of skin and gravesoils because these sampling locations would minimally
impact the cadaver compared to other, more invasive, locations such as the gastrointestinal (GI) tract.
Thus, skin and soils are realistic sample types for development into a viable forensic tool. Each data set
included 16S rRNA and 18S rRNA data, and three of the data sets also included ITS data. We looked
for consistent trends across the datasets to help point researchers in the most fruitful future directions.

2. Materials and Methods

2.1. Amplicon Sequencing Data Processing

Previously, published 16S rRNA, 18S rRNA, and ITS data were obtained from the QIITA
open-source microbiome study management platform, under studies 714, 1889, 10,141, 10,142, and
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10,143 [10,11,22]. Briefly, these studies included two laboratory decomposition experiments [10,11],
in which mice were decomposed on soils with the exclusion of insects and destructively sampled in
replicates of 5 for 8-time points over 2–3 months. We also included two experiments in which two
human donors were allowed to decompose outdoors in the winter season and in the spring season
(a total of four donors) at the Southeast Texas Applied Forensic Science (STAFS) laboratory [11]. For
further details on the data used for this study, see Table 1. Briefly, for each gene marker in these data
sets, the Earth Microbiome Project primer pair and standard protocols were utilized [4]. Amplicons
for each gene marker were then sequenced using the Illumina Hiseq 2000 (Illumina, San Diego, CA,
USA) platform (2 × 100 bp reads), and forward reads for each gene marker were used to create a
feature table of sequences. Sequence data, metadata, and feature tables are available and curated on
QIITA where they are periodically re-annotated to be consistent with current best practices utilizing
the QIIME pipeline [22,23]. Therefore, we utilized data processed using the deblur method, which
utilizes sequence error profiles to derive putatively true biological sequences, resulting in high quality
sequence variant data as opposed to operational taxonomic units (OTUs) in which sequence variation
is lost because sequences are collapsed, usually at a sequence identity of 97% [24]. In the original
publication of these datasets [10,11], a closed reference OTU-picking method was used to generate
OTU tables, which likely resulted in the loss of potentially useful sequence data that did not match
a reference database [25] within 97% similarity. Therefore, the current meta-analysis provides an
opportunity to re-analyze these valuable datasets with more current methods. The 16S rRNA and
18S rRNA amplicon sequence files were trimmed for quality to 90 bp reads. For ITS data, 100bp
reads were utilized. For 16S rRNA, the resulting feature table was further processed by removing
sequences that did not match a positive reference database with 80% similarity (reference-hit.biom
table downloaded). For 18S rRNA and ITS, a positive reference database was not used (all.biom table
downloaded). Internal transcribed spacer regions data were only available for studies 10,141, 10,142,
and 10,143. For each data set, we retained common sample types, including those taken from gravesoil
near the torso, and from the skin of the left hip, right hip, torso, and head. These were categorized into
three sample groups for analysis: cadaver-associated gravesoil, skin of the torso, and skin of the head.

2.2. Assigning Taxonomy

Each table was individually processed to assign taxonomy and filter out taxa that were not
considered part of the microbiome. Taxa were assigned using classifiers specific to each marker:
Greengenes 13.8 for 16S rRNA [25], SILVA 128 for 18S rRNA [26], and UNITE 7 developer classifier for
ITS [27], all at the 99% sequence identity threshold level. Sequences filtered out of the 16S rRNA data
set included those assigned to chloroplasts and mitochondria. Sequences filtered out of the 18S rRNA
data included those assigned to Archaeplastida, Arthropoda, Chordata, Mollusca, as well as sequences
that were not assigned to Eukarya. For ITS, sequences that did not assign to Fungi were filtered out.
Following this, filtered tables were combined into a single sequence variant table per marker type to be
used in modeling. These tables were then used to generate additional tables summarized at different
taxonomic levels (L), including species (16S rRNA L6; 18S rRNA L12; ITS L6), genus (16S rRNA L5;
18S rRNA L10; ITS L5), family (16S rRNA L4; 18S rRNA L8; ITS L4), order (16S rRNA L3; 18S rRNA L6;
ITS L3), class (16S rRNA L3; 18S rRNA L4; ITS L3), and phylum (16S rRNA L2; 18S rRNA L3; ITS L2).
SILVA taxonomy levels were very uneven across different groups of eukaryotes (e.g., Amoebozoa,
Opisthokonta, and Alveolata), so that each SILVA level contained multiple taxonomic levels. Therefore,
the levels chosen (L12, 10, 8, 6, 4, and 3) generally represent summaries at progressively higher
levels of taxonomy, but are not strictly adhering to species, genus and family level across each major
eukaryotic group.
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Table 1. A summary of all studies included in the meta-analysis. Studies were obtained from the QIITA open source microbiome study management platform [22].

QIITA Study
Number QIITA Study Name Our Study Name Shorthand

Name Prep Number Marker Trim Length OTU Table
Type

Number
of Days

Sampled

714 A microbial clock provides an accurate estimate of the
postmortem interval in a mouse model system

Mouse
Decomposition 1 mdc1 769 16S 90 bp reference-hit.biom 48

1889 A microbial clock provides an accurate estimate of the
postmortem interval in a mouse model system—18S

Mouse
Decomposition 1 mdc1 1204 18S 90 bp all.biom 48

10141 Metcalf microbial community assembly and metabolic
function during mammalian corpse decomposition

Mouse
Decomposition 2 mdc2

1265 16S 90 bp reference-hit.biom 70
1038 18S 90 bp all.biom 70
345 ITS 100 bp all.biom 70

10142
Metcalf microbial community assembly and metabolic
function during mammalian corpse decomposition Sam
Houston State University (SHSU) winter

SHSU Winter shsu_winter
333 16S 90 bp reference-hit.biom 132

1166 18S 90 bp all.biom 132
335 ITS 100 bp all.biom 132

10143
Metcalf microbial community assembly and metabolic
function during mammalian corpse decomposition Sam
Houston State University (SHSU) April 2012 exp.

SHSU Spring shsu_spring
1107 16S 90 bp reference-hit.biom 82
1109 18S 90 bp all.biom 82
1110 ITS 100 bp all.biom 82

All studies were downloaded as deblur processed tables along with the corresponding metadata information. Different table types and trim lengths were selected based on the availability
and the marker type. 16S: 16S ribosomal RNA; 18S: 18S ribosomal RNA; ITS: internal transcribed spacer regions; OTU: operational taxonomic units.



Genes 2018, 9, 104 5 of 13

2.3. Model Testing

Postmortem interval prediction models were generated using Random Forest regressors based
on sequence variant and taxa abundance data. Data were divided into subsets by sample type and
normalized using the Calour library [28]. Using the Calour library, we chose to utilize total-sum scaling
normalization, as opposed to rarefaction, to avoid the loss of statistical power by discarding reads
and/or samples. Random Forest is insensitive to the methods of normalization used. For human
body decomposition, each subset was partitioned based on individual for cross-validation so that the
samples from the same individuals are either in the training set or testing set, but not both. Training
refers to fitting or building the model while testing is equivalent to predicting. The accuracy of
the models was measured using the mean absolute error (MAE), calculated as the deviation of the
predicted from observed values and representing the average prediction error in the same unit of
the original data. Within each dataset of each study, the best Random Forest regression model after
hyperparameter tuning through cross-validation was selected to represent the final model. We also
applied the model trained from one study to predict PMI of another study (i.e., cross-study prediction)
to test the generalizability of the model. Each experiment was conducted over a different number
of sampling days ranging from a total of 48 to 142 days (Table 1), so for consistency one model time
frame was selected for inclusion in the model. Preliminary model tests were conducted to determine
the time frame for use in this experiment, results of this analysis are presented in Figure S1. Overall,
the inclusion of all experimental sampling days resulted in the highest MAE, while using only the first
25 days resulted in invariably lower MAEs (Figure S2). Therefore, data subset to the first 25 days of
decomposition were selected for the modeling in this study. The modeling was done with Python
machine learning package scikit-learn v19.0 [29]. Data were analyzed and graphics were generated
using R software, version 3.4.1, the ggplot2 package, and matplotlib 2.0.0 [30–32]. We provide jupyter
notebooks to enable reproduction of all modeling results as supplemental material.

3. Results

3.1. Cross-validation Error Rates

3.1.1. Comparison of Sample Types

The datasets used for this study contained a variety of sampling sites, and those used most
consistently were selected for this study to determine the best sampling location for microbiome
prediction. Sample types investigated included cadaver-associated gravesoil, skin of the torso, and skin
of the head. Results are summarized in Table 2. Both mouse model laboratory studies resulted in lower
within study errors than the human studies. This is likely because these mouse studies were conducted
under controlled laboratory conditions, as opposed to the human studies, which were conducted in the
field with no control over environmental factors such as rainfall, temperature, and insect colonization.
Overall, there is not a clear trend across the studies or gene markers of which sample type performed
best. The lowest mean absolute error was from 16S rRNA data in gravesoil samples in a mouse
decomposition study (mdc2), in which mice used were of the same breed, age, and were co-housed
before being sacrificed for the study [11]. Within the two human studies, skin locations provided
the lowest error for 16S rRNA marker, while soils provided the lowest errors for both microbial
eukaryotic markers.

3.1.2. Comparison of Genetic Markers across Sequence Variant and Taxonomic Levels

Three taxonomically-informative microbial gene markers (16S rRNA, 18S rRNA, and ITS) were
compared at different sequence variant and taxonomic levels across sample types for each experiment
(Figure 1, Table 2). Overall, the lowest within-study MAE for each experiment was generated using
the bacterial and archaeal data (16S rRNA marker). However, all markers performed reasonably
well with ITS producing the highest errors, which were as low as ±2.6 days over 25 days for mouse



Genes 2018, 9, 104 6 of 13

decomposition experiment 2 (mdc2). Within experiment, MAEs for each marker type were similar.
Furthermore, models consistently performed best at the class and phylum taxonomic levels for 16S
rRNA and 18S rRNA, and at the class level for ITS. The sequence variant level (highest resolution
possible) had the highest MAEs compared to sequences summarized into lower levels of taxonomy.

Genes 2018, 9, 104    6 of 13 

 

similar. Furthermore, models consistently performed best at the class and phylum taxonomic levels 

for  16S  rRNA  and  18S  rRNA,  and  at  the  class  level  for  ITS. The  sequence variant  level  (highest 

resolution possible) had the highest MAEs compared to sequences summarized into lower levels of 

taxonomy. 

 

 

Figure  1. The mean  absolute  error  (MAE)  rates  for Random Forest models  trained  to predict  the 

postmortem interval (PMI). For each marker type (16S bacterial and archaeal ribosomal RNA (rRNA), 

18S microbial eukaryote rRNA, internal transcribed spacer regions (ITS) fungal gene marker), models 

were  generated  for  three  sample  types  (skin_head,  skin_torso,  soil)  from  four  studies  (mouse 

decomposition  1  (mdc1), mouse  decomposition  2  (mdc2),  Sam Houston  State University  (SHSU) 

human April  (shsu_spring),  SHSU  human  February  (shsu_winter)).  Skin_head  samples were  not 

collected for shsu_winter. Datasets were subset to include only the first 25 sampling days. Though all 

marker  types performed well,  the 16S  rRNA marker generally  resulted  in  the most accurate PMI 

prediction models. 

3.2. Cross‐study Error Rates 

Cross‐study error rates were generated between  the  two studies using human cadavers  (Sam 

Houston State University (SHSU) spring and SHSU winter). Models were constructed for two sample 

types, cadaver‐associated gravesoil and skin of the torso (skin), for each experiment, then tested on 

the same sample  type  for  the other season. The skin of  the head samples was excluded  from  this 

analysis as only one of the human datasets included this sample location. The postmortem interval 

was  represented  as  0  °C  base  accumulated  degree  day  (ADD)  to  account  for  the  differences  in 

temperature between the two seasons. Resulting cross‐study MAE are presented in Table 3, and plots 

of observed versus predicted PMI are presented in supplementary Figures S3–S9. For each marker 

type, the lowest error was generated using a gravesoil data set. The overall lowest cross‐experiment 

error was generated from the model trained on the spring soil data set using bacterial and archaeal 

data at the phylum level. 

Figure 1. The mean absolute error (MAE) rates for Random Forest models trained to predict
the postmortem interval (PMI). For each marker type (16S bacterial and archaeal ribosomal RNA
(rRNA), 18S microbial eukaryote rRNA, internal transcribed spacer regions (ITS) fungal gene marker),
models were generated for three sample types (skin_head, skin_torso, soil) from four studies
(mouse decomposition 1 (mdc1), mouse decomposition 2 (mdc2), Sam Houston State University
(SHSU) human April (shsu_spring), SHSU human February (shsu_winter)). Skin_head samples
were not collected for shsu_winter. Datasets were subset to include only the first 25 sampling days.
Though all marker types performed well, the 16S rRNA marker generally resulted in the most accurate
PMI prediction models.

3.2. Cross-study Error Rates

Cross-study error rates were generated between the two studies using human cadavers
(Sam Houston State University (SHSU) spring and SHSU winter). Models were constructed for
two sample types, cadaver-associated gravesoil and skin of the torso (skin), for each experiment,
then tested on the same sample type for the other season. The skin of the head samples was excluded
from this analysis as only one of the human datasets included this sample location. The postmortem
interval was represented as 0 ◦C base accumulated degree day (ADD) to account for the differences in
temperature between the two seasons. Resulting cross-study MAE are presented in Table 3, and plots
of observed versus predicted PMI are presented in supplementary Figures S3–S9. For each marker
type, the lowest error was generated using a gravesoil data set. The overall lowest cross-experiment
error was generated from the model trained on the spring soil data set using bacterial and archaeal
data at the phylum level.
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Table 2. A comparison of the mean absolute error (MAE) of models built using data from each gene
marker (16S rRNA, 18S rRNA, ITS) for each sample type (soil, skin_torso, skin_head).

Genomic
Marker

Study
Name

Sample
Type

Sequence
Variants

Species
Level

Genus
Level

Family
Level

Order
Level

Class
Level

Phylum
Level

16S

mdc1 soil 5.068 4.528 4.439 4.574 4.596 4.308 4.565
skin_torso 4.602 3.744 3.577 3.353 3.889 4.377 4.070
skin_head 4.272 3.816 3.816 3.747 3.442 3.315 4.672

mdc2 soil 2.571 1.943 1.955 1.911 2.062 1.971 1.737
skin_torso 3.357 2.926 2.898 2.783 2.826 2.942 2.856
skin_head 3.001 2.383 2.379 2.340 2.467 2.369 2.405

shsu_spring soil 5.225 3.594 3.632 3.660 3.966 3.868 3.877
skin_torso 4.303 3.830 3.807 4.106 4.343 4.311 4.022
skin_head 3.890 3.506 3.385 3.577 3.342 2.940 3.006

shsu_winter soil 4.985 3.922 3.980 3.947 3.848 4.026 3.783
skin_torso 5.237 4.543 4.483 4.385 3.970 3.704 3.265

18S

mdc1 soil 4.370 3.125 3.072 3.135 2.813 2.942 2.733
skin_torso 4.333 3.821 3.447 3.030 3.549 2.702 4.521
skin_head 4.744 4.583 4.138 4.616 4.251 3.775 4.657

mdc2 soil 3.505 3.237 3.208 3.107 3.221 3.043 3.330
skin_torso 3.907 3.870 3.856 3.676 3.910 3.867 3.704
skin_head 3.772 3.761 3.575 3.725 3.665 3.819 3.912

shsu_spring soil 5.486 4.654 4.459 4.283 3.837 3.400 3.264
skin_torso 5.457 4.654 5.196 5.404 5.264 5.754 5.974
skin_head 4.645 4.571 4.370 5.148 5.028 4.763 5.218

shsu_winter soil 5.239 4.429 4.442 4.239 4.042 3.449 3.504
skin_torso 5.141 4.880 4.721 4.962 5.028 4.660 4.604

ITS

mdc2 soil 3.497 3.169 3.157 2.957 2.941 2.820 2.797
skin_torso 3.505 3.237 3.211 3.083 3.023 2.597 3.036
skin_head 3.648 3.561 3.523 3.483 3.509 3.413 3.305

shsu_spring soil 5.586 4.735 4.836 4.629 4.980 4.461 4.713
skin_torso 4.837 4.671 4.563 4.688 4.786 4.860 5.500
skin_head 6.080 5.996 6.083 5.803 6.090 5.965 5.416

shsu_winter soil 4.675 4.114 3.965 3.954 3.933 3.671 4.077
skin_torso 5.726 5.702 5.662 5.608 5.565 5.575 5.610

Data were collected from four studies (mouse decomposition 1 (mdc1), mouse decomposition 2 (mdc2), Sam Houston
State University (SHSU) human April (shsu_spring), SHSU human February (shsu_winter)). The ITS marker was
not sequenced for mdc1. Models were generated based on data from the first 25 days of decomposition and the
model with the best MAE (days if decomposition) after parameter tuning was selected. The lowest error within
each marker for each experiment is highlighted in bold, black text.

Similar to the within-study errors, lower-level taxonomies generally resulted in more accurate
models compared to sequence variant-level resolution. In particular, phylum level taxonomy appeared
to provide the most accurate models overall in cross-experiment model testing. Mean absolute
error was lowest at the phylum level for all three markers—48.686, 50.082, and 58.359 for 16S rRNA,
18S rRNA, and ITS, respectively, or approximately 5–6 chronological days. For models trained
on the winter data set, the soil microbial eukaryotic 18S rRNA marker returned the lowest error.
Internal transcribed spacer regions data resulted in the highest error in spring-trained data, while 16S
rRNA data resulted in the highest error in winter-trained data.

Overall, the models built on the spring data were more accurate in predicting the PMI of the
winter data. This is likely because the spring data set spans a broader range of ADDs, which results in
a more accurate model compared to the winter data set. Models trained on the winter skin samples
resulted in the highest error when tested on the spring skin samples.
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Table 3. The MAE of models used in cross-experiment testing using accumulated degree days (ADD)
with a minimum developmental threshold of 0 ◦C.

Genomic
Marker

Training
Dataset

Sample
Type

Sequence
Variants

MAE

Species
Level
MAE

Genus
Level
MAE

Family
Level
MAE

Order
Level
MAE

Class
Level
MAE

Phylum
Level
MAE

16S
Spring soil 88.693 57.929 59.251 57.045 56.936 55.367 48.686

skin 92.598 90.197 90.584 104.770 109.412 117.672 135.749

Winter
soil 109.482 91.406 91.295 91.857 91.025 88.849 83.312
skin 120.764 129.695 130.763 122.418 124.701 123.043 108.737

18S
Spring soil 81.013 62.572 62.850 55.648 51.316 51.481 50.082

skin 88.155 93.173 85.754 89.676 91.793 72.846 67.242

Winter
soil 96.145 82.780 75.628 72.228 67.725 71.757 63.465
skin 111.004 110.772 101.268 101.222 101.524 107.409 105.248

ITS
Spring soil 111.806 94.797 94.742 93.504 85.282 80.856 58.359

skin 101.852 96.815 99.272 101.086 104.162 106.043 94.468

Winter
soil 104.775 99.360 96.392 96.604 93.564 87.709 81.623
skin 114.027 110.865 107.026 113.294 117.302 115.937 87.274

Models were built using 16S rRNA marker human cadaver decomposition data from two seasons: spring and
winter. Models were built on sequence variants data and family level, genus level, and species level taxonomy.
Following model construction, the model was tested on the other dataset to evaluate the ability of the model to
predict postmortem interval (PMI) beyond the original dataset. The lowest error for each marker within each
cross-experiment test is in bold and black font.

3.3. Important Feature Taxa

Not all taxa or taxa groups contribute temporal information equally. We assessed how informative
each taxon was in the regression model by computing the average decrease of impurity during the tree
splitting process in model training as one taxa or taxa group was removed iteratively for 16S rRNA
data [20]. We reported the feature importance of phyla for all three sample types (soil, skin of the torso,
skin of the head) in the human decomposition data sets (Figure 2). The importance of each phylum is
highly correlated between sample types within study for both the spring and winter season (Figure 2A,
Figure S10-winter). The soil and skin of the head samples appear to share the most bacterial phyla
compared to the skin of the torso, and are the most highly correlated, with a Spearman correlation
coefficient of 0.90 within spring samples. Samples from the skin of the head were not taken during the
winter months for comparison, but the correlation between the spring skin of the head and winter soil
was lower (0.77), though it is not clear whether the lower correlation was due to the sample type or the
difference in season. Furthermore, only a few phyla contribute substantially to the models (Figure 2A).
The most informative phyla for the spring season include Fusobacteria, Actinobacteria, Firmicutes,
Verrucomicrobia, Proteobacteria, Acidobacteria, and Planctomycetes (Figure 2B). Furthermore, phyla
important in the model were highly correlated between the spring and winter seasons (Figure 2C) of
human decomposition (p-value < 0.01).

4. Discussion

Machine learning methods are powerful tools for utilizing high dimensional datasets for
prediction. Machine learning is ideal for finding patterns in complex and diverse microbiome
data sets, and utilizing these patterns to predict outcomes [19], such as disease states [19,33].
Leveraging biological information associated with crime scenes is another excellent opportunity for the
development of machine learning tools that utilize microbiome datasets. With the goal of developing
the most robust model, we assessed how several variables affect within-study and cross-experiment
errors for estimating PMI. Results of this meta-analysis indicate that the most robust models predicting
PMI utilized cadaver-associated soil or skin data and the 16S rRNA gene marker summarized at
class—or phylum—level taxonomies.
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Figure 2. The feature importance measures the contribution of each phylum to the PMI regression
model (results from SHSU spring study) using the 16S rRNA genetic marker. (A) The feature importance
is correlated across three sample types. Each scatter plot shows the correlation between feature
importances of every pair of models built from each sample type. Each dot represents a phylum
and its value on the x- or y-axis represents its feature importance in the two models of sample
types. The Spearman correlation coefficients are 0.90 (head vs. torso), 0.84 (head vs. soil), and
0.93 (torso vs. soil), with p-values < 0.01. The diagonal histogram plots show that most of phyla do
not contribute much to regression models of each sample type. (B) The top ten phyla that are most
informative for PMI prediction within each sample type. (C) The importance of the phyla to the
regression models are highly correlated across spring and winter seasons. Each dot represents the
importance of a phylum in winter season (y-axis) and in spring (x-axis). The correlation coefficients
between winter and spring feature importances are 0.78 (soil) and 0.93 (torso), with p-values < 0.01.
(D) same plot as (C), except axes are feature importance ranks instead of scores.

In this study, models for estimating PMI were developed using data from the first 25 sample
days of each study, as preliminary data indicated the earlier sampling days resulted in more accurate
models. Early decomposition may be the most accurate time frame because microbial succession is
rapid and diversity is high compared to later stages of decomposition [10,11,16]. However, in the
studies incorporated into this analysis the sampling was more frequent during early decomposition,
and more frequent sampling has been demonstrated previously to improve model accuracy [11].
Therefore, the lower errors are likely, at least to some extent, an artifact of the change in sampling rate.
Further investigation into the accuracy of models across different time frames is warranted.

Cadaver-associated soils as well as cadaver skin sites both appear to be promising sampling
locations for developing microbiome-based PMI estimation tools. A wide diversity of sample sites
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has been investigated for microbial succession during decomposition, though few employed machine
learning to estimate PMI, possibly due to small sample sizes. Soils and skin are both attractive sampling
locations because they are easy to access without disturbing the remains. The soil microbiome has
been shown to change predictably during mammalian decomposition, a change which is little affected
by body mass [16,18] and soil type [11]. The skin, at various sample sites, has been demonstrated to
accurately predict PMI using machine learning techniques [12,15,16]. Johnson et al. [15] demonstrated
low errors for skin samples collected from the inner ear of human cadavers. Therefore, a comparison
of different skin locations within a study would be useful to help identify locations in which microbial
succession is the most clock-like. In our meta-analysis, we discovered fairly similar prediction
accuracies using soils and skin, which may be because the two sample types are not independent.
For example, Cobaugh et al. [16] demonstrated that the microbiomes associated with the skin of the
body may transfer to the soil and persist in the soil microbiome.

Most microbiome studies, including those investigating the PMI, utilized the 16S rRNA gene
marker. We have investigated the use of two additional microbial markers: 18S rRNA which amplifies
microbial eukaryotes, and ITS, which amplifies fungi specifically. Although 16S rRNA provided the
most accurate within-study models, the 18S rRNA marker had similar accuracies, and was more
accurate in several cases during the cross-experiment validation. However, larger sample sizes would
make these analyses considerably more robust. 18S rRNA has been previously shown to be more
stable across seasons than bacteria [17], which may explain why it is robust in our cross-experiment
model testing in which models were tested across the winter and spring seasons. Furthermore,
for each marker gene, we tested multiple taxa levels and discovered that in all cases lower levels
of taxonomy, particularly class and phylum levels, produced more accurate models, which agrees
with results reported by Johnson et al. [15] on an independent data set of human cadaver skin
samples. Furthermore, these models generally improve on error rates published in the original articles.
For example, the mdc2 study originally reported error rates for 16S rRNA of 2.5 days (at the OTU level),
and here we report 1.7 days at the Phylum level. However, we note that results reported here are not
directly comparable to published results because we used a different processing method (e.g., deblur
instead of 97% OTU clustering methods). Finally, we discovered that only a subset of phyla was highly
informative to models and these important groups of microbes were similar across seasons, at least in
one study. Those highly informative phyla are consistent with those reported in other studies [12,15].
This suggests that accurate models of the PMI may be constructed based on a subset of the microbial
community, which may open the door for cheaper, targeted assays.

In this study, we focused on utilizing a very powerful tool, Random Forests regression models.
Every regression method has caveats. For example, Random Forest does not perform as well at the
extreme ends of PMI. Another popular regressor, K-nearest neighbor (KNN) e.g., Johnson et al. [15], is a
simple and intuitive model that works well on pattern recognition problems, but has a disadvantage
in that distances between a given sample and all training data for each prediction must be computed,
and thus it is less scalable to large data sets [34]. Linear regression (and its variants, lasso, ridge, elastic
net) is also popular in regression analysis because it is possible to interpret how much every feature
contributes to the model; however, the strong assumption of linearity between outcome and features
are often violated. Support vector machine (SVM) is also a proved accurate method in many scenarios
and handles high dimensional data very well, but it can perform poorly if there are many irrelevant
features [34]. Although beyond the scope of this current article, a systematic comparison of regression
methods will be informative and is planned as part of future research on a forthcoming large data set.

Determining timelines has been described as the Achilles heel of forensic pathology [35]. There are
very few tools, and most are only applicable within the initial hours and days following death, and each
method is vulnerable to biases [36]. Therefore, developing new tools that leverage independent
information for estimating the time since death is critical. There is evidence that gene-meter expression
data may be used to predict PMI. In a proof of principle study authors demonstrated that gene
transcripts could be used to produce linear models of PMI with correlation coefficients of 1 [37].
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This method may be an interesting alternative to microbial and entomological prediction methods
as analyses are expanded. However, this has yet to be applied to human decomposition for further
viability testing, and machine learning techniques were not applied.

The results of the current meta-analysis provide directions for future research on developing
microbial-based models for estimating PMI. Currently, the greatest barrier to creating generalizable
microbial models for estimating PMI is a lack of human cadaver-associated data sets from different
environments and seasons. However, coordinated research is underway to overcome this limitation
and generate a comprehensive data set to train, test, and generate robust models with larger sample
sizes. Once available, existing and new datasets can be combined to determine the best generalizable
model for estimating PMI based on microbes.

Supplementary Materials: The following are available online at www.mdpi.com/2073-4425/9/2/104/s1,
Figure S1: Plots of the Mean Absolute Error (MAE) for models generated from three marker types of four
datasets subset by sample type, further subset to 25, 50, and all sampling days; Figure S2: Plots of the Mean
Absolute Error (MAE) for models generated on subsets of the data containing only the first 25 sampling days
or sampling days 26–50; Figure S3: Random Forest models built from 16S, 18S, and ITS phylum data; Figure S4:
Random Forest models built from 16S, 18S, and ITS class data; Figure S5: Random Forest models built from 16S,
18S, and ITS order data; Figure S6: Random Forest models built from 16S, 18S, and ITS family data; Figure S7:
Random Forest models built from 16S, 18S, and ITS genus data; Figure S8: Random Forest models built from
16S, 18S, and ITS species data; Figure S9: Random Forest models built from 16S, 18S, and ITS sequence variant
data; Figure S10: The feature importance of the phyla that measures the contribution of each phylum to the PMI
regression model (results from SHSU winter study). QIIME further processing notes and jupyter notebooks
describing the models are also included.

Acknowledgments: We acknowledge the National Institutes of Justice for funding the research analyzed herein
(2016-DN-BX-4194, 2015-DN-BX-K016, 2012-DN-BX-K023, 2011-DN-BX-K533).

Author Contributions: J.L.M., R.K., D.O.C., S.B., and A.L. conceived and designed the experiments; J.L.M., S.B.,
and A.L. performed the experiments; A.B., Z.Z.X. and J.L.M. analyzed the data; R.K. contributed with reagents,
materials and analysis tools; J.L.M. and A.B. wrote the paper with input from all co-authors.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. McGeachie, M.J.; Sordillo, J.E.; Gibson, T.; Weinstock, G.M.; Liu, Y.-Y.; Gold, D.R.; Weiss, S.T.; Litonjua, A.
Longitudinal prediction of the infant gut microbiome with dynamic bayesian networks. Sci. Rep. 2016,
6, 20359. [CrossRef] [PubMed]

2. Carter, D.O.; Yellowlees, D.; Tibbett, M. Cadaver decomposition in terrestrial ecosystems. Die Naturwiss.
2007, 94, 12–24. [CrossRef] [PubMed]

3. Noronha, M.F.; Lacerda Júnior, G.V.; Gilbert, J.A.; de Oliveira, V.M. Taxonomic and functional patterns across
soil microbial communities of global biomes. Sci. Total Environ. 2017, 609, 1064–1074. [CrossRef] [PubMed]

4. Thompson, L.R.; Sanders, J.G.; McDonald, D.; Amir, A.; Jansson, J.K.; Gilbert, J.A.; Knight, R.;
Consortium, T.E.M.P. A communal catalogue reveals Earth’s multiscale microbial diversity. Nature 2017, 551,
457–463. [CrossRef] [PubMed]

5. Parfrey, L.W.; Walters, W.A.; Lauber, C.L.; Clemente, J.C.; Berg-Lyons, D.; Teiling, C.; Kodira, C.;
Mohiuddin, M.; Brunelle, J.; Driscoll, M.; et al. Communities of microbial eukaryotes in the mammalian gut
within the context of environmental eukaryotic diversity. Front. Microbiol. 2014, 5, 298. [CrossRef] [PubMed]

6. Willger, S.D.; Grim, S.L.; Dolben, E.L.; Shipunova, A.; Hampton, T.H.; Morrison, H.G.; Filkins, L.M.;
O’Toole, G.A.; Moulton, L.A.; Ashare, A.; et al. Characterization and quantification of the fungal microbiome
in serial samples from individuals with cystic fibrosis. Microbiome 2014, 2, 40. [CrossRef] [PubMed]

7. Ramirez, K.S.; Leff, J.W.; Barberán, A.; Bates, S.T.; Betley, J.; Crowther, T.W.; Kelly, E.F.; Oldfield, E.E.;
Shaw, E.A.; Steenbock, C.; et al. Biogeographic patterns in below-ground diversity in New York City’s
Central Park are similar to those observed globally. Proc. R. Soc. B Biol. Sci. 2014, 281. [CrossRef] [PubMed]

8. Metcalf, J.L.; Xu, Z.Z.; Bouslimani, A.; Dorrestein, P.; Carter, D.O.; Knight, R. Microbiome tools for forensic
science. Trends Biotechnol. 2017, 1482, 1–10. [CrossRef] [PubMed]

9. Amendt, J.; Campobasso, C.P.; Gaudry, E.; Reiter, C.; LeBlanc, H.N.; Hall, M.J. Best practice in forensic
entomology—Standards and guidelines. Int. J. Leg. Med. 2007, 121, 90–104. [CrossRef] [PubMed]

www.mdpi.com/2073-4425/9/2/104/s1
http://dx.doi.org/10.1038/srep20359
http://www.ncbi.nlm.nih.gov/pubmed/26853461
http://dx.doi.org/10.1007/s00114-006-0159-1
http://www.ncbi.nlm.nih.gov/pubmed/17091303
http://dx.doi.org/10.1016/j.scitotenv.2017.07.159
http://www.ncbi.nlm.nih.gov/pubmed/28787780
http://dx.doi.org/10.1038/nature24621
http://www.ncbi.nlm.nih.gov/pubmed/29088705
http://dx.doi.org/10.3389/fmicb.2014.00298
http://www.ncbi.nlm.nih.gov/pubmed/24995004
http://dx.doi.org/10.1186/2049-2618-2-40
http://www.ncbi.nlm.nih.gov/pubmed/25408892
http://dx.doi.org/10.1098/rspb.2014.1988
http://www.ncbi.nlm.nih.gov/pubmed/25274366
http://dx.doi.org/10.1016/j.tibtech.2017.03.006
http://www.ncbi.nlm.nih.gov/pubmed/28366290
http://dx.doi.org/10.1007/s00414-006-0086-x
http://www.ncbi.nlm.nih.gov/pubmed/16633812


Genes 2018, 9, 104 12 of 13

10. Metcalf, J.L.; Wegener Parfrey, L.; Gonzalez, A.; Lauber, C.L.; Knights, D.; Ackermann, G.; Humphrey, G.C.;
Gebert, M.J.; Van Treuren, W.; Berg-Lyons, D.; et al. A microbial clock provides an accurate estimate of the
postmortem interval in a mouse model system. eLife 2013, 2, e01104. [CrossRef] [PubMed]

11. Metcalf, J.L.; Xu, Z.Z.; Weiss, S.; Lax, S.; Van Treuren, W.; Hyde, E.R.; Song, S.J.; Amir, A.; Larsen, P.;
Sangwan, N.; et al. Microbial community assembly and metabolic function during mammalian corpse
decomposition. Science 2016, 351, 158–162. [CrossRef] [PubMed]

12. Pechal, J.L.; Crippen, T.L.; Tarone, A.M.; Lewis, A.J.; Tomberlin, J.K.; Benbow, M.E. Microbial community
functional change during vertebrate carrion decomposition. PLoS ONE 2013, 8, e79035. [CrossRef] [PubMed]

13. Hauther, K.A.; Cobaugh, K.L.; Jantz, L.M.; Sparer, T.E.; DeBruyn, J.M. Estimating time since death from
postmortem human gut microbial communities. J. Forensic Sci. 2015, 60, 1234–1240. [CrossRef] [PubMed]

14. DeBruyn, J.M.; Hauther, K.A. Postmortem succession of gut microbial communities in deceased human
subjects. PeerJ 2017, 5, e3437. [CrossRef] [PubMed]

15. Johnson, H.R.; Trinidad, D.D.; Guzman, S.; Khan, Z.; Parziale, J.V.; DeBruyn, J.M.; Lents, N.H. A machine
learning approach for using the postmortem skin microbiome to estimate the postmortem interval. PLoS ONE
2016, 11, e0167370. [CrossRef] [PubMed]

16. Cobaugh, K.L.; Schaeffer, S.M.; DeBruyn, J.M. Functional and structural succession of soil microbial
communities below decomposing human cadavers. PLoS ONE 2015, 10, e0130201. [CrossRef] [PubMed]

17. Carter, D.O.; Metcalf, J.L.; Bibat, A.; Knight, R. Seasonal variation of postmortem microbial communities.
Forensic Sci. Med. Pathol. 2015, 11, 202–207. [CrossRef] [PubMed]

18. Weiss, S.; Carter, D.O.; Metcalf, J.L.; Knight, R. Carcass mass has little influence on the structure of gravesoil
microbial communities. Int. J. Leg. Med. 2016, 130, 253–263. [CrossRef] [PubMed]

19. Knights, D.; Costello, E.K.; Knight, R. Supervised classification of human microbiota. FEMS Microbiol. Rev.
2011, 35, 343–359. [CrossRef] [PubMed]

20. Breiman, L.; Friedman, J.H.; Olshen, R.A.; Stone, C.J. Classification and Regression Trees, 1993; Chapman Hall:
New York, NY, USA, 1984.

21. Zhang, G.; Lu, Y. Bias-corrected random forests in regression. J. Appl. Stat. 2012, 39, 151–160. [CrossRef]
22. QIITA. Available online: https://qiita.ucsd.edu.
23. Caporaso, J.G.; Kuczynski, J.; Stombaugh, J.; Bittinger, K.; Bushman, F.D.; Costello, E.K.; Fierer, N.; Peña, A.G.;

Goodrich, J.K.; Gordon, J.I.; et al. QIIME allows analysis of high-throughput community sequencing data.
Nat. Methods 2010, 7, 335. [CrossRef] [PubMed]

24. Amir, A.; McDonald, D.; Navas-Molina, J.A.; Kopylova, E.; Morton, J.T.; Zech Xu, Z.; Kightley, E.P.;
Thompson, L.R.; Hyde, E.R.; Gonzalez, A.; et al. Deblur rapidly resolves single-nucleotide community
sequence patterns. MSystems 2017, 2. [CrossRef] [PubMed]

25. McDonald, D.; Price, M.N.; Goodrich, J.; Nawrocki, E.P.; DeSantis, T.Z.; Probst, A.; Andersen, G.L.; Knight, R.;
Hugenholtz, P. An improved Greengenes taxonomy with explicit ranks for ecological and evolutionary
analyses of bacteria and archaea. ISME J. 2012, 6, 610–618. [CrossRef] [PubMed]

26. Quast, C.; Pruesse, E.; Yilmaz, P.; Gerken, J.; Schweer, T.; Yarza, P.; Peplies, J.; Glöckner, F.O. The SILVA
ribosomal RNA gene database project: Improved data processing and web-based tools. Nucleic Acids Res.
2012, 41, D590–D596. [CrossRef] [PubMed]

27. Kõljalg, U.; Nilsson, R.H.; Abarenkov, K.; Tedersoo, L.; Taylor, A.F.S.; Bahram, M.; Bates, S.T.; Bruns, T.D.;
Bengtsson-Palme, J.; Callaghan, T.M.; et al. Towards a unified paradigm for sequence-based identification of
fungi. Mol. Ecol. 2013, 22, 5271–5277. [CrossRef] [PubMed]

28. Amir, A.; Xu, Z.Z.; Sanders, J.; Zhu, Q.; Bletz, M.C.; Tripathi, A.; Knight, R. Microbiome analysis with Calour.
In publication.

29. Pedregosa, F.; Varoquaux, G.; Gramfort, A.; Michel, V.; Thirion, B.; Grisel, O.; Blondel, M.; Louppe, G.;
Prettenhofer, P.; Weiss, R.; et al. Scikit-learn: Machine Learning in Python. JMLR 2011, 12, 2825–2830.

30. R Core Team. R: A Language and Environment for Statistical Computing, 3.4.1; R Foundation for Statistical
Computing: Vienna, Austria, 2013.

31. Wickham, H. ggplot2: Elegant Graphics for Data Analysis; Springer: New York, NY, USA, 2009,
ISBN 978-0-387-98140-6.

32. Droettboom, M.; Caswell, T.A.; Hunter, J.; Firing, E.; Hedegaard Nielsen, J.; Root, B.; Elson, P.; Dale, D.;
Lee, J.-J.; Varoquaux, N.; et al. Matplotlib/matplotlib: V2.0.0 (Version v2.0.0). Zenodo 2017. [CrossRef]

http://dx.doi.org/10.7554/eLife.01104
http://www.ncbi.nlm.nih.gov/pubmed/24137541
http://dx.doi.org/10.1126/science.aad2646
http://www.ncbi.nlm.nih.gov/pubmed/26657285
http://dx.doi.org/10.1371/journal.pone.0079035
http://www.ncbi.nlm.nih.gov/pubmed/24265741
http://dx.doi.org/10.1111/1556-4029.12828
http://www.ncbi.nlm.nih.gov/pubmed/26096156
http://dx.doi.org/10.7717/peerj.3437
http://www.ncbi.nlm.nih.gov/pubmed/28626612
http://dx.doi.org/10.1371/journal.pone.0167370
http://www.ncbi.nlm.nih.gov/pubmed/28005908
http://dx.doi.org/10.1371/journal.pone.0130201
http://www.ncbi.nlm.nih.gov/pubmed/26067226
http://dx.doi.org/10.1007/s12024-015-9667-7
http://www.ncbi.nlm.nih.gov/pubmed/25737335
http://dx.doi.org/10.1007/s00414-015-1206-2
http://www.ncbi.nlm.nih.gov/pubmed/26024793
http://dx.doi.org/10.1111/j.1574-6976.2010.00251.x
http://www.ncbi.nlm.nih.gov/pubmed/21039646
http://dx.doi.org/10.1080/02664763.2011.578621
https://qiita.ucsd.edu
http://dx.doi.org/10.1038/nmeth.f.303
http://www.ncbi.nlm.nih.gov/pubmed/20383131
http://dx.doi.org/10.1128/mSystems.00191-16
http://www.ncbi.nlm.nih.gov/pubmed/28289731
http://dx.doi.org/10.1038/ismej.2011.139
http://www.ncbi.nlm.nih.gov/pubmed/22134646
http://dx.doi.org/10.1093/nar/gks1219
http://www.ncbi.nlm.nih.gov/pubmed/23193283
http://dx.doi.org/10.1111/mec.12481
http://www.ncbi.nlm.nih.gov/pubmed/24112409
http://dx.doi.org/10.5281/zenodo.248351.


Genes 2018, 9, 104 13 of 13

33. Yazdani, M.; Taylor, B.C.; Debelius, J.W.; Li, W.; Knight, R.; Smarr, L. Using machine learning to identify
major shifts in human gut microbiome protein family abundance in disease. In Proceedings of the 2016 IEEE
International Conference on Big Data (Big Data), Washington, DC, USA, 5–8 December 2016; pp. 1272–1280.

34. Kuhn, M.; Johnson, K. Applied Predictive Modeling; Springer Science and Business: New York, NY, USA, 2013,
ISBN 978-1461468486.

35. Byard, R.W. Timing: The Achilles heel of forensic pathology. Forensic Sci. Med. Pathol. 2017, 13, 113–114.
[CrossRef] [PubMed]

36. Madea, B. Methods for determining time of death. Forensic Sci. Med. Pathol. 2016, 12, 451–485. [CrossRef]
[PubMed]

37. Hunter, M.C.; Pozhitkov, A.E.; Noble, P.A. Accurate predictions of postmortem interval using linear
regression analyses of gene meter expression data. Forensic Sci. Int. 2017, 275, 90–101. [CrossRef] [PubMed]

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

http://dx.doi.org/10.1007/s12024-016-9791-z
http://www.ncbi.nlm.nih.gov/pubmed/27379607
http://dx.doi.org/10.1007/s12024-016-9776-y
http://www.ncbi.nlm.nih.gov/pubmed/27259559
http://dx.doi.org/10.1016/j.forsciint.2017.02.027
http://www.ncbi.nlm.nih.gov/pubmed/28329724
http://creativecommons.org/
http://creativecommons.org/licenses/by/4.0/.

	Introduction 
	Materials and Methods 
	Amplicon Sequencing Data Processing 
	Assigning Taxonomy 
	Model Testing 

	Results 
	Cross-validation Error Rates 
	Comparison of Sample Types 
	Comparison of Genetic Markers across Sequence Variant and Taxonomic Levels 

	Cross-study Error Rates 
	Important Feature Taxa 

	Discussion 
	References

