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Abstract: In the recent past, Andhra Pradesh (AP) has experienced increasing trends in surface air
mean temperature (SAT at a height of 2 m) because of climate change. In this paper, we attempt to
estimate the SAT using the GFDL-ESM2G (Geophysical Fluid Dynamics Laboratory Earth System
Model version 2G), available from the Coupled Model Intercomparison Project Phase-5 (CMIP5).
This model has a mismatch with the India Meteorological Department (IMD)’s observations during
April and May, which are the most heat-prone months in the state. Hence, in addition to the SAT from
the model, the present paper considers other parameters, such as mean sea level pressure, surface
winds, surface relative humidity, and surface solar radiation downwards, that have influenced the
SAT. Since all five meteorological parameters from the GFDL-ESM2G model influence the IMD’s
SAT, an artificial neural network (ANN) technique has been used to predict the SAT using the
above five meteorological parameters as predictors (input) and the IMD’s SAT as the predictand
(output). The model was developed using 1981–2020 data with different time lags, and results were
tested for 2021 and 2022 in addition to the random testing conducted for 1981–2020. The statistical
parameters between the IMD observations and the ANN estimations using GFDL-ESM2G predictions
as input confirm that the SAT can be estimated accurately as described in the analysis section. The
analysis conducted for different regions of AP reveals that the diurnal variations of SAT in the IMD
observations and the ANN predictions over three regions (North, Central, and South AP) and overall
AP compare well, with root mean square error varying between 0.97 ◦C and 1.33 ◦C. Thus, the SAT
predictions provided in the GFDL-ESM2G model simulations could be improved statistically by
using the ANN technique over the AP region.

Keywords: ANN model; CMIP5; GFDL-ESM2G; surface air mean temperature; summer season

1. Introduction

Andhra Pradesh (AP) has been experiencing heating trends in the recent past and
is one of the states that are most vulnerable to increasing temperatures in India. This
is primarily because of climate change, with temperatures increasing quasi-linearly with
cumulative greenhouse gas emissions [1–3]. Coupled-model future projections indicate that
the mid-century temperature would rise and exceed the average temperature compared
to the baseline period (1976–2005) by about 1.9 ◦C in the Indian subcontinent [3]. Earlier
studies suggest that, in India, annual and seasonal surface air mean temperatures at a 2m
height (hereafter referred to as SAT) are projected to increase with global warming [3]. In
recent decades, many researchers have focused on long-term SAT changes/trends in India
because of global warming [4–6]. Here, we studied the rise in temperature over the AP
region alone.
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It may be preferable to investigate and use other modeling approaches, such as data-
driven models, rather than creating a conceptual model. In the data-driven method, models
built on differential equations are used to find the best input–output mapping without fully
analyzing the underlying structure of the phenomenon. Data-driven models have been
proven to provide reliable forecasts in a variety of fields [7–9].

Artificial intelligence and machine learning methods have recently been used to
forecast the weather at various time scales [10–17]. The review papers by Cifuentes et al. [18]
and Fan et al. [19], as well as the references included therein, demonstrate the expanding
use of machine learning approaches to comprehend and forecast the climate at various
time scales.

One of the most crucial elements of soft computing is the artificial neural network
(ANN). They are employed for data processing, analysis, and replication of brain activity.
The ANNs’ capacity for self-learning enables them to compute precise solutions to issues
that are challenging to answer using conventional analytical techniques. They can respond
to complex nonlinear models without imposing any constraints or presumptions on the
incoming data, which they can comprehend and learn without the need for reprogramming.
They can also understand missing data, be readily maintained, have excellent accuracy, and
be implemented on parallel hardware. Neural network-based algorithms and stochastic
approaches have attracted a lot of attention recently in the domains of computer science,
and engineering due to their robustness and efficacy. The ANN has been widely utilized
in several study fields and has aided in the solution of challenging issues. Scientists
have recently been interested in ANN modeling because it produces excellent results for
forecasting factors linked to temperatures [20–22].

A common approach among the previous studies predicting meteorological param-
eters is to apply global climate models from different assessment reports, made by the
Intergovernmental Panel on Climate Change (IPCC), to evaluate temperature changes.
Under the framework of the coupled model inter-comparison project (CMIP), many climate
simulations have been performed and released widely. Previous experiments (i.e., CMIP3)
have been utilized in several studies [23–26]. The results of recent regional evaluations
have demonstrated that the CMIP Phase-5 (CMIP5) outputs have improved compared to
the previous phases [27].

The GFDL-ESM2G (Geophysical Fluid Dynamics Laboratory Earth System Model
version 2G), one of the models from the CMIP5, consists of a single output with a single
simulation (i.e., from a single ensemble (r1i1p1) member of a single climate experiment).
Mohan and Bhaskaran [28] reported that this is one of the three best models among all
the CMIP5 models. Here, we used this model to improve the SAT predictions through a
neural network technique by using other meteorological factors that influence the SAT. This
model has been used for the Indian region in several studies [28–31]. However, this single
output has a mismatch with the India Meteorological Department (IMD)’s observations, as
discussed in the results section.

Astsatryan et al. [32] used an ANN approach to forecast air temperature 3 to 24 h in
advance. They used hourly air pressure, relative humidity, wind speed, and dew point
temperature as inputs to the model. Their accuracies varied from 3.37 ◦C to 3.55 ◦C in terms
of the root mean square error (RMSE). The present study considers mean sea level pressure,
surface winds, surface relative humidity, and surface solar radiation downwards to predict
the SAT available from the GFDL-ESM2G 10 days in advance through an ANN technique.
In this technique, IMD observations are used as the predictand (output) during April and
May, which are the state’s most heat-prone months. The following sections examine the
study’s data and methods before presenting the results.

2. Data and Methodology
2.1. Data

All the meteorological parameters (10 m level wind, 2 m temperature—SAT, mean sea
level pressure, surface relative humidity, and surface solar radiation downwards—insolation)
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gridded data are obtained globally from the CMIP5 GFDL-ESM2G model simulations [33].
These data are the daily global atmospheric parameters from 1981 to 2022 at a 0.25-degree
resolution in a NetCDF format, which are derived from the historical and future runs of
CMIP5 model simulations. The IMD’s gridded daily mean temperature data at a 1.0-degree
resolution [34] for the same period are also used in this study. While the CMIP5 data are
at a 0.25-degree resolution, the IMD observations are available at a 1.0-degree resolution.
Hence, the CMIP5 data have been re-gridded to a 1.0-degree resolution using a Climate Data
Operator (CDO), as shown in Figure 1.

Figure 1. Study area and number of grids used in the present study. The red dots indicate the center
of the grid. The grid points outside the boundary are used for interpolation.

2.2. Methodology

The re-gridded GFDL-ESM2G model’s and IMD observations’ data at a 1-degree
spatial resolution that were in NetCDF form were converted to comma-separated values.
We had 30 grid points in the study area, as shown in Figure 1. It was observed that the
model data had random errors. To remove these random errors in the input data, we
applied a +/− 3-sigma (or +/− three times the standard deviation of a parameter) filter
to the input data and rejected all the records in which any of the six parameters had
more/less than 3-sigma values. We did not apply this elimination criteria to the dependent
temperature from the IMD, as this parameter would not have been available during the
prediction period. The total number of data points available from 1981 to 2022 was 65,591.
After this filtering, these points were reduced to 46.5% (35,076) of the original data. This
means that the model simulations had a significant number of random errors.

2.2.1. ANN Approach

Before selecting the ANN approach, we estimated SAT using the random forest
and multiple regression methods. The RMSE values for the above two approaches were
1.33 and 1.45, and the multiple correlation coefficient (R) values were 0.68 and 0.64, respec-
tively, while these values with the ANN approach were 1.22 and 0.8. Hence, we selected
the ANN approach for our analysis. The ANN is an information-processing computer
model consisting of simple processing units called artificial neurons. The ANN consists of
interconnected nodes whose functionality is based on neurons [35]. This technique was
used in studies related to meteorological [36–38], oceanographic [35,39,40], and satellite
parameter retrievals [41–43]. The ANN technique is superior to the multiple regression
approach [35]. The ANN analysis requires three sets of data: (1) training; (2) testing; and
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(3) validation. The training dataset is used to train the model and the testing dataset is
used to test the model. Any shortcomings during the training process are adjusted during
the testing stage so that the model does not overfit during training. The model verifies,
at this stage, whether the model developed from the training dataset holds well outside
the training data range, in terms of RMSE, and applies a midterm correction if required.
Finally, the model developed during training and testing is stored and used for validation.
The validation data is independent and not used during training or testing. The radial basis
functions (RBF) and the multi-layer perception (MLP) are the two popular ANN models in
which both the input and the output variables are normalized to vary between zero and
one. The present ANN architecture has one input layer with six neurons, one hidden layer
with twenty-five neurons, and one output layer with one neuron. The six neurons in the
input layer consist of five model simulations and one climatological mean value (Figure 2).

Figure 2. ANN model architecture with six neurons in the input layer, twenty-five neurons in the
hidden layer, and one neuron in the output layer.

The climatological parameter is considered to be one of the inputs because a variable
fluctuates around its climatological value. We attempted both the MLP and RBF models
and found that the MLP provided better results compared to the RBF in terms of RMSE.
Similarly, the exponential function for the hidden neurons and the identity function for
the output neurons yielded better results in terms of RMSE compared to the other func-
tions. Hence, we selected the MLP model with the exponential and identity functions. To
overcome the overfitting and under-fitting problems, weight decay functions were used
for the hidden and output layers. In addition, we also compared the statistical results of
the training, testing, and validation datasets, which were almost similar. Hence, this ANN
model did not encounter overfitting or underfitting problems.

2.2.2. Analysis

Since the ANN needs three sets of data, we randomly selected 70% of the data for
training, 15% for testing, and 15% for validation following [44]. The random selection
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avoided any bias that might have crept into the training of the ANN model had the training
dataset been selected based on any other specific criteria. The independent variables or
inputs (predictors) to the ANN model were as follows: (i) SAT; (ii) surface relative humidity;
(iii) surface solar radiation downwards (insolation); (iv) surface wind at a height of 10 m;
(v) mean sea level pressure; and (vi) climatological mean SAT. These parameters were
selected because only these six parameters influence the SAT. All these input parameters
were obtained from the CMIP5 during 1981–2022. The climatological mean value for the
day was also considered as one of the inputs because the ambient temperature generally
fluctuates around the climatological mean. The dependent variable or output (predictand)
was the IMD’s SAT during the same period.

To check how much these model-predicted meteorological parameters (SAT, surface
wind, relative humidity, mean sea level pressure, and solar radiation) influenced the IMD-
observed temperature, a statistical analysis was carried out. The R and RMSE between
IMD observations as the predictand and all the above five model-derived parameters
and the climatological SAT as the predictors were computed. Then, one parameter, say
SAT, was removed and, again, R was obtained with the six predictors. In the next step,
another parameter was removed by keeping back the SAT. This analysis was repeated for
all six variables. Ray et al. [43] carried out a similar analysis for variance. In our study,
we followed the similar approach. These parameters, apart from the SAT, have an impact
on the observed SAT, as shown by an increase in the RMSE and a fall in the R when one
predictor is eliminated at a time.

Data from 1981 to 2020 were used for training, testing, and validation when developing
the ANN model, as mentioned earlier. The validation data was independent of training and
testing. The result of this analysis is discussed in the results section. We wanted to test how
many past model simulations were required to predict the observed SAT. For this purpose,
past observations of different periods were selected. For example, the previous 1-day to the
previous 10-day input parameters from the model are trained with the present-day IMD
observations. Thus, the IMD observation over a location on the 11th May is trained with all
the following input parameters: 1–10 May (Test-1), 2–10 May (Test-2), 3–10 May (Test-3),
4–10 May (Test-4), and 5–10 May (Test-5). The purpose of this type of analysis is to test
which lead time period has a better prediction.

The statistical metrics of bias, RMSE, mean absolute percentage error (MAPE), index
of agreement (IOA), correlation coefficient (CC), and scatter index (SI) were computed
to evaluate the model’s performance in the prediction of temperatures during the period
of this study (Tables 1–3). The equations/formulae [44] used to compute these statistical
parameters were as follows:

BIAS =
1
n

Σ(Actual− Forecast) (1)

CC =
∑n

i=1 (fi − f)(oi − o)√
n
∑

i=1
(fi − f)

2√
∑n

i=1 (oi − o)2

(2)

MAPE =
1
n

n

∑
i=1

|oi − fi|
oi

× 100 (3)

RMSE =

√
∑n

i=1(fi − oi)
2

n
(4)

IOA = 1.0− ∑n
i=1(fi − oi)

2

∑n
i=1 (|fi − o|+ |oi − o|)2 (5)

SI(%) =
RMSE

1
n ∑n

i=1 oi
× 100 (6)
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where oi, fi, and o correspond to observations, forecast values, and observation mean.

Table 1. Statistical metrics of mean absolute percentage error (MAPE), root mean square error
(RMSE), correlation coefficient (CC), bias, index of agreement (IOA), and scatter index (SI) between
the ANN model predictions and the GFDL-ESM2G model output with observations (IMD) for the
entire study region.

MAPE RMSE CC BIAS IOA SI (%) Observed Mean Predicted Mean

GFDL-
ESM-2G 6.21 2.46 0.18 −0.53 0.49 7.75 31.72 31.18

ANN 2.75 1.12 0.79 0 0.87 3.53 31.72 31.73

Table 2. Statistical metrics of mean absolute percentage error (MAPE), root mean square error (RMSE),
correlation coefficient (CC), bias, index of agreement (IOA), and scatter index (SI) for the ANN model
with different lead time forecasts from 1981 to 2020 (April and May).

MAPE RMSE CC BIAS IOA SI (%) Observed Mean Predicted Mean

Test-1 (1–10 day period)

Training 2.68 1.09 0.8 0 0.88 3.43 31.72 31.72

Testing 2.89 1.18 0.77 0.02 0.86 3.71 31.73 31.74

Validation 2.93 1.22 0.74 0 0.85 3.84 31.73 31.73

Test-2 (2–10 day period)

Training 2.77 1.12 0.79 0 0.87 3.53 31.72 31.72

Testing 2.95 1.19 0.77 0.02 0.86 3.75 31.73 31.74

Validation 2.99 1.23 0.74 0.02 0.84 3.87 31.73 31.71

Test-3 (3–10 day period)

Training 2.87 1.16 0.77 0 0.86 3.65 31.72 31.72

Testing 2.97 1.21 0.75 0.01 0.85 3.81 31.73 31.73

Validation 3.01 1.23 0.74 −0.02 0.84 3.87 31.73 31.72

Test-4 (4–10 day period)

Training 2.86 1.16 0.77 0 0.86 3.65 31.72 31.72

Testing 2.95 1.21 0.76 −0.01 0.85 3.81 31.73 31.72

Validation 3.01 1.25 0.73 −0.01 0.84 3.93 31.73 31.72

Test-5 (5–10 day period)

Training 2.94 1.19 0.75 0 0.84 3.75 31.72 31.72

Testing 3.04 1.23 0.74 0 0.84 3.87 31.73 31.73

Validation 3.04 1.26 0.72 0 0.83 3.97 31.73 31.73

Table 3. Statistical metrics of mean absolute percentage error (MAPE), root mean square error (RMSE),
correlation coefficient (CC), bias, index of agreement (IOA), and scatter index (SI) for different ranges
of temperature in model validation dataset.

Different Ranges in ◦C MAPE RMSE CC BIAS IOA SI (%) Observed Mean Predicted Mean

34–36 ◦C 3.41 1.35 0.37 −0.97 0.42 3.89 34.68 33.71

32–34 ◦C 2.63 1.09 0.36 −0.43 0.51 3.32 32.83 32.40

30–32 ◦C 2.34 0.98 0.32 0.16 0.54 3.15 31.09 31.25

28–30 ◦C 3.76 1.42 0.27 0.95 0.41 4.85 29.24 30.19
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3. Results

A comparison of the GFDL-ESM2G model predictions, the IMD observations, and the
ANN predictions is shown in Figure 3. It is clear from the figure that the mismatch between
the GFDL-ESM2G model output and the IMD observations is greater when compared with
the ANN predictions. The statistical results of this comparison are given in Table 1. All
the statistical parameters, when compared with the observations, are better in the ANN
estimation, compared to the GFDL-ESM2G predictions (Table 1).

Figure 3. Time series of mean SAT (April–May) over the AP region for IMD observations (OBS),
GFDL-ESM2G model output, and ANN model predictions for the period from 1981 to 2020.

From here on, only the validation dataset is discussed. The statistical results (Table 2)
are almost similar for different periods of input. However, the errors increase with increased
lead time. For example, the RMSE slightly increased by 0.04 ◦C from 1.22 ◦C for the 1–10
day period to 1.26 ◦C for the 5–10 day period in the validation dataset. The CC decreased
from 0.74 for the 1–10 day duration to 0.72 for the 5–10 day input period in the validation
dataset.

Similarly, the difference is very negligible for the other parameters as well. Considering
the lower RMSE, higher CC, lower bias, and high IOA, we concluded that, the present
ANN approach could be used to predict the temperatures at least 4 days in advance, which
is a sufficient time-period to consider temperature-related hazards.

Variations of temperature during 1981–2020 for April and May for the five lead times
along with the IMD observations are given in Figure 4a,b. The mean temperatures fluctuate
from 31.1 ◦C to 32.2 ◦C in April and from 31.3 ◦C to 32.4 ◦C in May, indicating that the
temperatures are slightly higher in May compared to April in all the years included in
the study period. The fluctuations vary from year to year for all forecast durations from
1–10 days to 5–10 days in both months. The deviations between the predicted values and
the observations are negligible, a fact which is also represented in the lower RMSE of the
estimation (Table 2).
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Figure 4. Variation of mean temperature predicted for the five lead time forecasts (Test-1, Test-2,
Test-3, Test-4, and Test-5) along with IMD observations during 1981–2020 for (a) April and (b) May.

The spatial distribution of the average temperature during 1981–2020 of the validation
datasets according to the ANN predictions and the IMD observations, as well as their
difference, is given in Figure 5. On the one hand, when the temperatures are high both in
the observations and the predictions, for example over Nellore, the difference between the
two observations is negligible. On the other hand, when the temperatures are low in the
estimations and observations, the difference is large. For further analysis, the temperatures
were grouped into different categories; the statistical analysis was carried out for the
validation dataset and is presented in Table 3. The MAPE, RMSE, SI, and Bias are relatively
low for the 30–32 ◦C range compared to the other ranges.

In addition to the random validation conducted for the 1981–2020 time-period, the
developed ANN model was also used to validate for the entire years of 2021 and 2022, and
compare it with the IMD observations for three regions, South AP, Central AP, and North
AP, as well as the entire AP (Figure 6). The RMSE, MAPE, and CC between the ANN and
IMD observations are provided in the top right corner of each panel in Figure 6.

The daily fluctuations during April–May 2021 and 2022 in the three regions and for the
state as a whole are presented in Figure 7. Most of the differences between the estimations
and the observations (Figure 7) vary between −1.5 ◦C and 1.5 ◦C.

Most of the deviations are negative, indicating that the estimations are slightly lower
than the observations. The diurnal variations of mean temperatures in the IMD observations
and the ANN predictions over the three regions (North, Central, and South AP) and the
overall AP compare well, with the RMSE varying between 0.94 ◦C and 1.33 ◦C.

The spatial distribution of the difference between the ANN predictions and the IMD
observations for April and May in 2021 and 2022 is shown in Figure 8. Spatially, the
difference varies between −3 ◦C and 2 ◦C. In April 2021, Central AP and, in April 2022,
North AP were over-estimated in the ANN predictions while the predictions for the rest of
AP were under-estimated compared to the observations.
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Figure 5. Spatial temperature distribution of validation dataset for (a) IMD observations, (b) ANN
predictions, and (c) bias between the two values from 1981 to 2020 over AP (30 grids).Atmosphere 2023, 14, x FOR PEER REVIEW 10 of 14 
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Figure 6. The temperature predicted using the ANN and IMD observations in different regions for
2021 and 2022: over North AP (a,b) with nine grids, Central AP (c,d) with nine grids, South AP
(e,f) with twelve grids, and overall AP (g,h) with thirty grids. The RMSE, MAPE, and CC between
the ANN and IMD observations are provided in the top right corner of each panel.
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Figure 7. Difference between the ANN model and the IMD observations in different regions over AP
for (a) 2021 and (b) 2022. The grid points in each region and the statistical metrics are provided in
Figure 6.

Figure 8. Cont.
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Figure 8. Spatial distribution of model bias (ANN model—observation) in (a) April 2021, (b) May
2021, (c) April 2022, and (d) May 2022.

4. Conclusions

The ANN approach was used to estimate the mean temperatures, SAT, over the
AP region using the CMIP5 projections of mean surface temperatures, relative humidity,
incoming solar radiation, surface winds, mean sea level pressure and climatological SAT
as the predictors and the IMD observations as the predictand during April and May. The
previous 1–10 day to the previous 5–10 day input parameters from the model were trained
with the present-day IMD observations as described in the methodology section. The
results reveal that CMIP5 projections can be conveniently used to predict temperatures
with an accuracy of 1.2 ◦C RMSE, MAPE of 2.9 ◦C, CC of 0.7, and IOA of 0.8 for the
validation dataset during the 1981–2020 time-period using the ANN technique.

The temperatures and fluctuations were slightly higher in May compared to April
throughout the study period. A comparison of the 1981–2020 average observations over
the AP region shows that the difference between the IMD observations and the ANN
estimations is negligible when the temperatures are higher in the observations, whereas
the difference is relatively large for lower temperatures. However, this difference varies
between −2 ◦C and 2 ◦C over most of the places in AP. The diurnal variations of mean
temperatures in the IMD observations and the ANN predictions over the three regions
(North, Central, and South AP) and the overall AP compared well with the RMSE varying
between 0.94 ◦C and 1.33 ◦C.

In addition to the random validation conducted for the 1981–2020 time-period, the
validation carried out for the entire years of 2021 and 2022 and the comparison with the
IMD observations revealed that the predictions for 2021 and 2022 varied between –1.5 ◦C
and 1.5 ◦C. The spatial distribution of the model bias had a variation of −2 to +2 ◦C. Thus,
the ANN model can be conveniently used to predict temperatures over the AP region using
the CMIP5 projections of the meteorological parameters.
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