The Variability of Ozone Sensitivity to Anthropogenic Emissions with Biogenic Emissions Modeled by MEGAN and BEIS3
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Abstract: In this study, we examined how modeled ozone concentrations respond to changes in anthropogenic emissions when different modeled emissions of biogenic volatile organic compounds (BVOCs) are used. With biogenic emissions estimated by the Model of Emissions of Gases and Aerosols from Nature (MEGAN) and the Biogenic Emissions Inventory System Version 3 (BEIS3), the Community Multi-scale Air Quality with the High-order Direct Decouple Method (CMAQ-HDDM) simulations were conducted to acquire sensitivity coefficients. For the case study, we chose 17–26 August 2007, when the Southern Korean peninsula experienced region-wide ozone standard exceedances. The results show that modeled local sensitivities of ozone to anthropogenic emissions in certain NOx-saturated places can differ significantly depending on the method used to estimate BVOC emission, with an opposite trend of ozone changes alongside NOx reductions often shown in model runs using MEGAN and BEIS3. Findings of increased ozone concentrations with one model and decreased ozone concentrations with the other model implies that estimating BVOCs emissions is an important element in predicting variability in ozone concentration and determining the responses of ozone concentrations to emission changes, a discovery that may lead to different policy decisions related to air quality improvement. Quantitatively, areas in the 3-km modeling domain that experienced daily maximum one-hour ozone concentrations greater than 120 ppb (MDA1O3) showed differences of over 20 ppb in MDA1O3 values between model runs using MEGAN and BEIS3. For selected monitoring sites, the maximum difference in relative daily maximum eight-hour ozone concentrations (MDA8O3) response between the methods to model BVOCs was 4.2 ppb in MDA8O3 when we adopted a method similar to the Relative Reduction Factor used by the US Environmental Protection Agency (EPA).
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1. Introduction

Ozone, a persistent and prevalent urban air pollutant, imposes significant health burdens around the world, including respiratory diseases [1–3]. According to the World Health Organization [4], a 10 µg/m³ increment in maximum daily eight-hour ozone concentrations (MDA8O3) can increase the relative risk of mortality by 0.3%. Due to ozone’s significant adverse health effects, the South Korean government has established Ozone Air Quality Standards (O3AQS) of 0.1 ppm based on one hour of exposure and 0.06 ppm based on eight hours of exposure [5]. The government has subsequently
implemented various control strategies, but many places in South Korea still experience ozone concentrations above the O3AQS.

Ground-level ozone is the product of a photochemical reaction of two major precursor species, nitrogen oxides (NO\textsubscript{x}) and volatile organic compounds (VOCs) [6,7]. Among these precursors, biogenic VOC species, including isoprene, the most abundant biogenic VOC species, have significant impacts on ozone formation because they are photochemically reactive [8–10].

Ozone control is difficult because (1) some precursor-emitting sources are practically uncontrollable, such as biogenic sources, and (2) these uncontrollable emissions make non-linear contributions to ozone chemistry. For this reason, quantifying the extent of ozone changes due to human intervention often requires computerized mathematical models [11,12]. These models use a range of information, including precursor emissions estimated using sub-models such as biogenic emission models, which account for various environmental conditions such as sunlight and ambient temperatures [13]. Subsequently, developing effective ozone control in an area often requires the use of a modeling system that can simulate the characteristics of ozone chemistry and precursor emissions; thus, the manner in which biogenic VOCs (e.g., isoprene) emissions are estimated will influence the results of ozone simulation, and in turn, the design of ozone control strategies.

Two biogenic emission models commonly used in practice are the Model of Emissions of Gases and Aerosols from Nature (MEGAN) and the Biogenic Emissions Inventory System Version 3 (BEIS3) [14–16]. In Northeast Asia, which includes South Korea, BEIS3 is rarely used because it relies on the Biogenic Emissions Land Cover Database Version 3, which is only available for the North American region. Thus, many studies in Northeast Asia have used MEGAN instead [17–22]. MEGAN often over-estimates isoprene emissions compared with BEIS3 [15,23]. According to past studies, the uncertainties in estimated isoprene emissions can be large enough to change the modeled response of ozone to reductions in anthropogenic emissions, both quantitatively and directionally [11,23–25]. Nevertheless, it remains unclear which model is generally the best, particularly in Northeast Asia. Even if it were not possible to accurately determine the “best” among multiple biogenic emission models, it would still be important to understand the implications of uncertainties in biogenic emissions estimates.

Thus far, proposed control strategies in South Korea have primarily focused on reducing anthropogenic precursors in non-attainment areas. According to Lee et al. [26], who used MEGAN to estimate biogenic emissions, isoprene can have a significant impact on ozone concentrations in the Seoul Metropolitan Area, South Korea, where NO\textsubscript{x} emissions are dominant. For the rest of South Korea, however, few studies regarding the sensitivity of ozone to precursor controls have considered the influence of biogenic emissions, even with one biogenic emission model. As described earlier, MEGAN may estimate higher isoprene emissions than BEIS3, and isoprene emissions can have large impacts on modeled ozone concentrations, as well as on their response to changes in precursor emissions [23].

In this study, we used the Community Multi-scale Air Quality (CMAQ) model, and compared two sets of simulated ozone concentrations and sensitivities to changes in anthropogenic emissions, using biogenic emissions estimated with MEGAN and BEIS3. For our analysis, we focused on areas that exceeded the O3AQS in and around the Southern Korean peninsula, where large cities and industrial complexes are located. For the response of ozone concentrations to changes in anthropogenic precursors, we examined absolute changes in ozone concentration as well as relative response, following an approach similar to the US EPA’s Relative Reduction Factor (RRF) method to project design values for regulatory modeling.

2. Model Period and Domains

2.1. Model Period and Domains

For this study, we ran CMAQ with a nesting-down technique. That is, the outputs of runs with a coarser grid domain were used to provide boundary conditions for runs with finer grid
domains. Figure 1 shows the three CMAQ modeling domains used, which covered Northeast Asia, including China, Japan, and the Korean peninsula, along with air quality monitoring stations (AMS) and photochemical assessment monitoring stations (PAMS). AMS monitors measure criteria air pollutants (e.g., O₃ and NO₂), while PAMS make measurements for photochemically important VOCs (e.g., isoprene). Highly populated cities (e.g., Gwangju and Busan) and many industrial complexes (e.g., Gwangyang) are located in the Southern Korean peninsula. These areas are large sources of anthropogenic NOₓ and VOC emissions. In addition, the southern part of the Korean peninsula has areas of dense forest that emit large amounts of isoprene.

Figure 1. Modeling domains, observation sites, and areas of focused analyses. The left panel depicts 27-, 9-, and 3-km grid modeling domain boundaries (outer, middle, and inner-most boxes of the left panel, respectively). The right panel shows AMS (blue circles) and PAMS (red stars) monitors in the 3-km modeling domain (inner box of the right panel) including the Metro Busan area, represented with the dashed-line box. Gray boxes display areas for focused analyses. AMS: air quality monitoring stations; PAMS: photochemical assessment monitoring stations.

High-ozone days are important in our study, so we examined days in 2007 in which ozone levels exceeded the 100 ppb maximum daily one-hour ozone concentration (MDA1O₃). Table 1 shows the sum of the number of days when MDA1O₃ was over 100 ppb at each ozone monitor in the 3-km modeling domain. In 2007, the southern part of the Korean peninsula experienced the most monitor-days over 100 ppb during August.

Table 1. Number of monitor-days in the southern part of South Korea during 2007 when maximum daily one-hour ozone concentration (MDA1O₃) was over 100 ppb.

<table>
<thead>
<tr>
<th>Month of 2007</th>
<th>Number of Monitor-Days When MDA1O₃ &gt; 100 ppb</th>
</tr>
</thead>
<tbody>
<tr>
<td>March</td>
<td>3</td>
</tr>
<tr>
<td>April</td>
<td>16</td>
</tr>
<tr>
<td>May</td>
<td>49</td>
</tr>
<tr>
<td>June</td>
<td>24</td>
</tr>
<tr>
<td>July</td>
<td>32</td>
</tr>
<tr>
<td>August</td>
<td>58</td>
</tr>
<tr>
<td>September</td>
<td>24</td>
</tr>
<tr>
<td>October</td>
<td>1</td>
</tr>
</tbody>
</table>

We then examined day-by-day variation in ozone concentrations. Figure 2 depicts MDA1O₃ values at all monitors in the 3-km modeling domain during August 2007. Even though 2 August was
when the highest MDA1O3 at one monitor was recorded, the total number of stations exceeding the 100 ppb one-hour O3AQS level was significant from 17–26 August. Table S1 shows the list of times, locations, and durations of ozone alerts, which occur when ozone concentrations are over 120 ppb. After reviewing this information, we chose to simulate 14–26 August using CMAQ.

2.2. Setup of CMAQ with High-Order Direct Decouple Method (HDDM)

For the air-quality simulations, we used CMAQ version 4.7.1 instrumented with the High-Order Direct Decouple Method, or HDDM [27,28]. According to Cohan et al. [29], modeled ozone concentrations with perturbed NOx (N) and VOCs (V) emissions, C_{N,V}, can be approximated using the first-, second-, and cross-term sensitivity coefficients for precursors, S_{N,N}^{(1)}, S_{N,V}^{(1)}, S_{N,N}^{(2)}, S_{V,V}^{(2)}, and S_{N,V}^{(2)} as follows:

\[ C_{N,V} \approx C_0 + \Delta \epsilon_N S_{N,N}^{(1)} + \Delta \epsilon_V S_{N,V}^{(1)} + \frac{1}{2} \Delta \epsilon_N^2 S_{N,N}^{(2)} + \frac{1}{2} \Delta \epsilon_V^2 S_{V,V}^{(2)} + \Delta \epsilon_N \Delta \epsilon_V S_{N,V}^{(2)} \]

\[ S_{j}^{(1)} = P_j \frac{\partial C}{\partial p_j} = P_j \frac{\partial C}{\partial (\epsilon_j P_j)} = \frac{\partial C}{\partial \epsilon_j} \]

\[ S_{j,k}^{(2)} = P_j \frac{\partial}{\partial p_j} \left( P_k \frac{\partial C}{\partial p_k} \right) = \frac{\partial^2 C}{\partial \epsilon_j \partial \epsilon_k} \]

\[ p_j = (1 + \Delta \epsilon_j) P_j \]

where:
- \( C_{N,V} \) is the modeled ozone concentration with perturbed NOx (N) and VOCs (V) emissions;
- \( C_0 \) is the modeled ozone concentration with no perturbation;
- \( \Delta \epsilon_j \) is the ratio of emission changes to the original emissions;
- \( P_j \) and \( p_j \) are emissions before and after perturbation;
- The subscript \( j \) denotes either NOx or VOCs.

As demonstrated by Hakami [30] and Kim [31], HDDM calculates sensitivity coefficients much more efficiently than a brute-force method that requires at least two model runs for one emissions sensitivity test. In addition, HDDM accounts for the mutual impacts of changes in anthropogenic NOx emissions.
and VOCs through the cross-term, $\Delta \in N \Delta \in V S_N^V$. HDDM-estimated sensitivity coefficients should be quite accurate up to 90% reduction of the precursor control scenarios [32].

As defined in Equations (2) and (3), the first and second order sensitivity coefficients present degrees of ozone concentration changes and rates of those degrees due to precursor emission changes. Since various photochemical reaction environments lead to different initiation, propagation, and termination efficiency for radicals, these sensitivity coefficients are subject to change under different photochemical conditions [33]. Therefore, even though total NOx emissions and anthropogenic VOC emissions are the same, we can expect that ozone responses to anthropogenic precursor changes will be variable if different biogenic emissions are used in simulations.

2.3. Model Inputs

For meteorological inputs, Weather Research and Forecast (WRF) version 3.2 was used [34]. Final analysis (FNL) datasets from the National Center for Environmental Prediction were used to initialize the WRF run [35]. For elevation data, 90-m resolution digital elevation model data acquired from the Shuttle Radar Topography Mission were used [36]. For land-use/land-cover data, 30-s data from the United States Geological Survey (https://lta.cr.usgs.gov/GTOPO30) were used for most parts of the modeling domain, while one-second data from the Korea Ministry of Environment (https://egis.me.go.kr/intro/land.do) were used for South Korean land cells. We configured the WRF for this study as shown in Table S2. WRF outputs were processed with the Meteorology-Chemistry Interface Processor (MCIP) to feed meteorological variables into emissions processing and CMAQ runs [37].

For anthropogenic emission inputs, we used the International Chemical Transport Experiment–Phase B 2006 (INTEX-B 2006) for foreign sources [38] and the Clean Air Protection Supporting System 2007 for domestic sources [39]. These emissions were processed through the Sparse Matrix Operator Kernel Emission version 2.1 [40], with various profiles for speciation, temporalization, and spatial distribution at each source-classification code level. We used MEGAN (v2.04) and BEIS3 (v3.1) for biogenic emissions. For MEGAN, the model’s default database covering global vegetation was used. By design, BEIS3 requires Biogenic Emissions Landuse Database, Version 3 (BELD3) for its vegetation database input [41]. Since BELD3 is only available for North American regions, we had to develop BELD3-like input data for this study. For the BEIS3 run in this study, South Korea’s domestic vegetation data and emissions factors provided in the work by Cho et al. [42] were used, and we adopted the method proposed by Kim et al. [43]. Cho et al. [42] used a digitized forest-type map that contains 11 plant types and derived isoprene emission factors for each type. Kim et al. [43] updated the dataset with previous studies [44,45] to estimate biogenic emissions using BEIS3. The normalized emission rates under standard conditions (i.e., 30 °C and 1000 μmol m$^{-2}$ s$^{-1}$ of photosynthetically-active radiation) were adjusted with correction factors derived from hourly meteorological data from WRF to reflect meteorological variations in the model simulation, following the approach used by Pierce et al. [46]. Operational adjustment was done because, as we discuss in more detail in supplementary material Appendix A1, light correction factors can be one of the possible reasons to explain differences in emissions estimates between BEIS3 and MEGAN. For the chemical mechanism, we used Statewide Air Pollution Research Center–Version 1999 (SAPRC99) [47]. Meteorological variables processed with MCIP were used to allocate emissions vertically, if necessary.

3. Results and Discussion

3.1. Meteorological Model Performance

Since biogenic emissions are very sensitive to temperature and solar radiation (specifically, photosynthetical active radiation), we compared observed values of key meteorological variables with modeled values (Table S3 and Figure 3). For the comparison, we extracted modeling results at model cells where monitors are located. For the study period, WRF simulated 2-m temperatures
and cloud fractions reasonably; biases of spatial averaged 2-m temperature and cloud fractions were $-0.13^\circ C$ and $-0.07$. At hourly levels, modeled 2-m temperatures were in very good agreement with observations throughout the modeling period. Modeled 10-m wind speeds tended to show slight overprediction. During nighttime, the wind speed overprediction tendency was larger than during daytime. On 21 August, WRF grossly overpredicted 10-m wind speeds throughout the day. That may explain the slight underprediction of maximum ozone concentrations. However, this is also the day that showed the lowest ozone concentrations during the modeling period. Therefore, we believe the impact of wind speed overprediction should not be significant. For cloud fractions, only three-hour interval data were available from the observation sites. Overall, modeled cloud fractions were in very good agreement with observations, with the exception of 19, 20, and 26 August during daytime, when cloud fractions were underestimated. Notwithstanding these low cloud fraction biases, modeled ozone concentrations were not underestimated significantly. This may indicate that these days were not susceptible to biogenic emission uncertainties resulting from solar radiation biases.

Figure 3. Modeled and observed 2-m temperatures (a), 10-m wind speeds (b), and cloud fractions (c) averaged spatially for the 3-km domain.
3.2. Emissions and CMAQ Model Performance

As introduced in previous sections, among the biogenic VOCs, isoprene reacts rapidly with hydroxyl radicals in the atmosphere, thereby significantly contributing to ozone concentrations [48]. For our study period, MEGAN estimated 1602 tons per day (TPD) of isoprene emissions, about 2.5 times those of BEIS3. Temporal and spatial variation of NO\textsubscript{x} emissions (Figure 4) showed typical mobile source-driven urban NO\textsubscript{x} emission profiles, which reflects the fact that most of the NO\textsubscript{x} in the study area comes from mobile sources, in general. Spatial distribution of isoprene emissions seems to be similar between the two models, qualitatively, except in low emission areas with BEIS where MEGAN shows much higher emission, relatively (Figure 5). In the United States, a similar pattern that led to gross overestimation of isoprene concentrations was reported for MEGAN, while BEIS3 had much less overestimation [49,50].

![Spatial distribution of period average NO\textsubscript{x} emissions (a) and hourly domain-wide total NO\textsubscript{x} emissions (b) for 3-km domain.](image)

Figure 4. Spatial distribution of period average NO\textsubscript{x} emissions (a) and hourly domain-wide total NO\textsubscript{x} emissions (b) for 3-km domain.
For this study period, we observed that CMAQ generally overestimated ground isoprene concentrations at PAM sites. We noted CMAQ-MEGAN had larger overestimation than did CMAQ-BEIS3 (Figure 6). Since three PAMS sites—the Daeyeon, Danggam, and Jangjun monitors—are near Busan (see Figure S1), which is the second-largest metropolitan area in South Korea, these can be susceptible to urban photochemistry. In addition, the models may not be able to achieve a good agreement with observations at these monitors because of the much greater heterogeneity of biogenic emission source distributions in urban areas. However, CMAQ at the Jeongkwan monitor showed reasonably good performance; this monitor is located near spatially homogeneous forested areas. Ultimately, it would be desirable to secure more sub-urban and rural isoprene monitors in the future.

We acknowledge that the current discrepancies of isoprene concentrations between observation and model are an area for further investigation.

For NO\(_x\) and O\(_3\), models show variable performance at monitors (Figure 7). Overall, CMAQ overestimated NO\(_x\) regardless of the biogenic emission models used for simulations (Table S4). Similar model performance issues have been reported in many other studies [22,51–61]. This seems to be a systematic issue in the current modeling framework. We speculate that this is due to complex factors, such as the limitations of meteorological models (WRF in our study) in terms of vertical mixing and/or temporal profiles of NO\(_x\) emissions. Further studies are warranted to reduce these types of biases. The average differences between modeled ground-level ozone and NO\(_x\) concentrations due to the choice of the biogenic emissions model were about 3.54 ppb and 0.18 ppb, respectively (Table S4). Apparently, large differences in biogenic VOC emissions have very little impact on modeled ambient NO, NO\(_2\), or NO\(_x\) concentrations (see Figure S2). We investigated the effects of VOC emissions on NO\(_x\) further (supplementary material Appendix A1). For ozone, however, we observed that CMAQ-BEIS3 showed better model performance than CMAQ-MEGAN. Conversely, in terms of the domain-wide MDA1O3, which is often important for the purpose of regional forecasting, CMAQ-MEGAN captured the highest domain-wide daily values better than CMAQ-BEIS3. Both CMAQ-MEGAN and CMAQ-BEIS3 showed good correlations (R\(^2\) ≥ 0.8) with observed ozone. However, caution should be taken when modeling results are interpreted for longer periods because of CMAQ performance for NO\(_x\). Overpredicted NO\(_x\) in the model can result in overestimated peroxyacetyl nitrate, which is thermally unstable and becomes a reservoir for additional
ozone later, including the next day [62]. This characteristic can be important for prolonged stagnant conditions that can result in multiple days of high ozone concentrations. The other potential effect of overestimated NO\textsubscript{x} in the model is an underestimation of ozone concentrations near the NO\textsubscript{x} source due to titrations and then an overestimation of ozone concentrations in downwind areas when odd oxygen from ozone that is bound to NO molecules near the source during the titration process is detached as a result of NO\textsubscript{2} photolysis and forms ozone.

Figure 6. Hourly modeled (red lines for MEGAN and blue lines for BEIS3) and observed (black dots) isoprene concentrations at five PAMS sites.

3.3. Spatial Distribution of Ozone Concentrations Modeled with MEGAN and BEIS3

Since 17, 18, 24, and 25 August showed the highest number of ozone alerts in 2007 (Table S1), we focused spatial plots on four days when ozone concentrations in and around major cities and industrial complexes were high. Overall, CMAQ-BEIS3 estimated much lower ozone concentrations than CMAQ-MEGAN wherever high (e.g., over 120 ppb) ozone concentrations were modeled (Figure 8). In many cases where MDA1O3 was over 120 ppb, differences in modeled ozone concentrations between MEGAN and BEIS3 surpassed 20 ppb. However, these differences between CMAQ-MEGAN and CMAQ-BEIS3 should be interpreted with caution because they are not paired temporally. In other words, at a given modeling grid cell, the hour of the day corresponding to MDA1O3 predicted by CMAQ-MEGAN (e.g., 1 PM) may not be the same hour predicted by CMAQ-BEIS (e.g., 3 PM). This also brings interesting aspects when it comes to comparing daily maxima. If a plume is advected away in one model, a similar plume will move along the same path in the other model using the same meteorological field. If their photochemical evolutions do not happen at the exact same time, quite substantial concentration differences can be observed in the series of cells along the path of the plume. However, in reality, the actual difference between the two models may be very limited in its nature. This explains why there are some ripples on 24 August (Figure 8C).
Figure 7. Modeled and observed NO\textsubscript{x} and O\textsubscript{3} concentrations at (A) a monitor near Busan and (B) another monitor in Gwangju where the model shows good or poor performance, respectively.

Since 17, 18, 24, and 25 August showed the highest number of ozone alerts in 2007 (Table S1), we focused spatial plots on four days when ozone concentrations in and around major cities and industrial complexes were high. Overall, CMAQ-BEIS3 estimated much lower ozone concentrations than CMAQ-MEGAN wherever high (e.g., over 120 ppb) ozone concentrations were modeled (Figure 7).
In many cases where MDA$_{1O3}$ was over 120 ppb, differences in modeled ozone concentrations between MEGAN and BEIS3 surpassed 20 ppb. However, these differences between CMAQ-MEGAN and CMAQ-BEIS3 should be interpreted with caution because they are not paired temporally. In other words, at a given modeling grid cell, the hour of the day corresponding to MDA$_{1O3}$ predicted by CMAQ-MEGAN (e.g., 1 PM) may not be the same hour predicted by CMAQ-BEIS (e.g., 3 PM). This also brings interesting aspects when it comes to comparing daily maxima. If a plume is advected away in one model, a similar plume will move along the same path in the other model using the same meteorological field. If their photochemical evolutions do not happen at the exact same time, quite substantial concentration differences can be observed in the series of cells along the path of the plume. However, in reality, the actual difference between the two models may be very limited in its nature. This explains why there are some ripples on 24 August (Figure 8C).

**Figure 8.** MDA$_{1O3}$ estimated with CMAQ-MEGAN (left) and differences between CMAQ-MEGAN and CMAQ-BEIS3 (right): (A) 17 August; (B) 18 August; (C) 24 August; and (D) 25 August 2007.
Visual inspection of the hourly spatial plot series for 17, 18, 24, and 25 August 2007 revealed that high MDA1O3 values over the ocean occurred during the late night or early morning hours, and these high nighttime ozone plumes caused apparent ripples in one-hour spatial plots (Figures S3 and S4). Then, ozone was transported away from land before sunrise. Characteristics of the differences in modeled spatial distribution in ozone concentration between CMAQ-MEGAN and CMAQ-BEIS3, as shown in Figure 9, are that (1) high ozone concentrations were modeled in and around intense NOx emission sources, (2) cells with high ozone concentrations are likely to show large differences between MEGAN and BEIS3, and (3) gradients of ozone concentration differences between MEGAN and BEIS3 are steep.

Due to the importance of health assessments (and subsequent regulatory implications), we also examined the spatial pattern of MDA8O3 (Figure 10). The overall spatial distribution of MDA8O3 and its difference between CMAQ-MEGAN and CMAQ-BEIS3 is similar to what we observed in the spatial distribution of MDA1O3, except that the ripples over the ocean were smoothed out greatly, to the extent that they seem to disappear.

Figure 9. Cont.
3.4. Ozone Sensitivity to Anthropogenic Emissions

Usually, when controlling air quality, anthropogenic emissions are considered for reductions. Therefore, we examined the sensitivities of modeled ozone to reductions in anthropogenic NO\textsubscript{x} and VOCs using two different models of biogenic emissions. Figure 11 depicts the spatial distribution of the first-order sensitivity coefficients at the hours discussed in Figure 9. Figure 12 shows ozone sensitivity to 30% reductions in anthropogenic NO\textsubscript{x} at the hours of daily peak ozone concentrations on the same days. For NO\textsubscript{x} reductions, CMAQ-MEGAN and CMAQ-BEIS3 estimated similar changes in ozone for many places, but we observed significant differences in and around major cities and industrial complexes. Often, these differences between models are large enough to result in an opposite trend of changes in modeled ozone concentrations. For example, CMAQ-MEGAN estimated that a 30% reduction in anthropogenic NO\textsubscript{x} across the 3-km domain would result in a slight decrease in ozone in Gwangju at 5 PM on 17 August 2007 while CMAQ-BEIS3 estimated that the same reduction would lead to about a 5 ppb increase in ozone. Such contrasting sensitivities of ozone in high NO\textsubscript{x} emission areas were also modeled at high ozone hours on 18, 24, and 25 August 2007. These behaviors of the model, however, are not persistent throughout the modeling episode for the same locations, as they depend on the history of photochemical reactions as well as meteorological conditions, such as wind direction.
3.4. Ozone Sensitivity to Anthropogenic Emissions

Usually, when controlling air quality, anthropogenic emissions are considered for reductions. Therefore, we examined the sensitivities of modeled ozone to reductions in anthropogenic NOx and VOCs using two different models of biogenic emissions. Figure 11 depicts the spatial distribution of the first-order sensitivity coefficients at the hours discussed in Figure 9. Figure 12 shows ozone sensitivity to 30% reductions in anthropogenic NOx at the hours of daily peak ozone concentrations on the same days. For NOx reductions, CMAQ-MEGAN and CMAQ-BEIS3 estimated similar changes in ozone for many places, but we observed significant differences in and around major cities and industrial complexes. Often, these differences between models are large enough to result in an opposite trend of changes in modeled ozone concentrations. For example, CMAQ-MEGAN estimated that a 30% reduction in anthropogenic NOx across the 3-km domain would result in a slight decrease in ozone in Gwangju at 5 PM on 17 August 2007 while CMAQ-BEIS3 estimated that the same reduction would lead to about a 5 ppb increase in ozone. Such contrasting sensitivities of ozone in high NOx emission areas were also modeled at high ozone hours on 18, 24, and 25 August 2007. These behaviors of the model, however, are not persistent throughout the modeling episode for the same locations, as they depend on the history of photchemical reactions as well as meteorological conditions, such as wind direction.

As discussed in the previous section, ozone sensitivities to reductions in anthropogenic emissions were significant in the Gwangju, Tongyoung/Geoje, Yeosu/Gwangyang, and Jinju/Sacheon areas. Gwangju is a mega-city. Tongyeong and Geoje have large manufacturing facilities, including shipyards and shipping docks. Yeosu and Gwangyang are two of the largest industrial complexes in South Korea. Jinju and Sacheon are in the downwind area of Yeosu and Gwangyang. Each of these areas represents a different emission characteristic.

**Figure 10.** MDA8O3 estimated with CMAQ-MEGAN (left) and differences between CMAQ-MEGAN and CMAQ-BEIS3 (right): (A) 17 August; (B) 18 August; (C) 24 August; and (D) 25 August 2007.
Figure 11. The first-order sensitivity coefficients to changes in NOx at (A) 5 PM on 17 August, (B) 3 PM on 18 August 2007 (C) 4 PM on 24 August, and (D) 3 PM on 25 August.
Figure 12. Ozone sensitivity to a 30% reduction in anthropogenic NO\textsubscript{x} with biogenic emissions estimated by MEGAN (left) and BEIS3 (right): (A) 5PM on 17 August; (B) 3 PM on 18 August; (C) 4 PM on 24 August; and (D) 3 PM on 25 August 2007.
As discussed in the previous section, ozone sensitivities to reductions in anthropogenic emissions were significant in the Gwangju, Tongyeong/Geoje, Yeosu/Gwangyang, and Jinju/Sacheon areas. Gwangju is a mega-city. Tongyeong and Geoje have large manufacturing facilities, including shipyards and shipping docks. Yeosu and Gwangyang are two of the largest industrial complexes in South Korea. Jinju and Sacheon are in the downwind area of Yeosu and Gwangyang. Each of these areas represents a different emission characteristic.

To explore ozone sensitivities in these areas over a wide range of changes in precursors when MEGAN and BEIS3 are used to estimate biogenic emissions, we examined ozone isopleths (Figure 13). We limited our isopleth analysis to $\pm 50\%$ of precursor emissions because the confidence of HDDM outputs may be diminished beyond 50% reductions, although results beyond 50% can still be useful [29,63]. Figure 13 contains a ridgeline for each case. A ridgeline represents a set of local maxima of ozone concentrations in the NO$_x$-VOC space, or can be described as a set of points where ozone concentration is changing very little with NO$_x$ emission changes near it [33]. This is particularly important for air quality planning because, if the current photochemical environment is NO$_x$-saturated (i.e., above the ridgeline), insufficient NO$_x$ control (i.e., increased NO$_x$ emissions) leads to lower ozone, or sufficient NO$_x$ control can lead to higher ozone until the ridgeline is crossed.

The Gwangju area (Figure 13A,B) showed differences in modeled concentrations between MEGAN and BEIS3 after reductions in anthropogenic NO$_x$ emissions, but the direction of the change was the same. In fact, both models estimated that the photochemical environment of Gwangju at 3 PM on 18 August 2017 was far away from the ridgeline. In this case, it is not likely that ozone changes due to NO$_x$ controls are qualitatively affected by the choice of biogenic emissions. The Tongyeong/Geoje (Figure 13C,D) with BEIS3 indicated that the photochemical regime of these areas at 5 PM on 17 August, 2017 was close to the ridgeline, while it was not close to the ridgeline with MEGAN. This means the simulated effects of NO$_x$ controls in this area at this hour will not show as much changes with BEIS3 as it will with MEGAN. At the same time, we can still see that the direction of changes in MEGAN and BEIS3 is the same. Notably, BEIS3 indicated that the photochemical regime of the Jinju/Sacheon (Figure 13E,F) area at 3 PM 18 August 2017 was close to but above the ridgeline, which was not the case with MEGAN. If NO$_x$ emissions were reduced by about 10% without VOC controls (following the red arrow in Figure 13F), the Jinju/Sacheon area will experience higher ozone concentrations. With a 20% reduction of NO$_x$ emissions (following the cyan color arrow in Figure 13F), the Jinju/Sacheon area will remain the same, i.e., no ozone reduction. Thus, it is obvious that the area will need not only very aggressive NO$_x$ controls but also VOC controls for visible ozone reduction results. Yeosu/Gwangyang (Figure 13G,H) had differences in both the quantities and rates of ozone change, although directional and qualitative ozone changes due to NO$_x$ controls are similar to those of Gwangju.

Photochemically speaking, the difference of ozone response between MEGAN and BEIS results from the fact that MEGAN estimates much larger biogenic emissions, which make VOCs/NO$_x$ ratios higher than BEIS3. Therefore, it has profound effects on local ozone production [64], which can be a significant source of ozone differences at downwind locations depending on airmass travel. For example, apparently, local ozone production differences in the Yeosu/Gwangyang area due to the choice of biogenic emissions were also pronounced in the Jinju and Sacheon area in the afternoon of 18 August, 2017. On isopleth plots, a net effect of higher VOCs/NO$_x$ ratios is to push the center point further right than it would be compared with BEIS3. In other words, MEGAN will likely put the base case (i.e., the origin point of isopleth plots) below a ridgeline. These behaviors have significant policy implications because they indicate the model-estimated effectiveness of NO$_x$ control can be heavily affected by biogenic emission models, even though ozone policy may focus only on anthropogenic emissions.
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3.5. Ozone Concentrations Under Emissions Reduction

Environmental models are often considered to be most useful as a tool to examine sensitivities to changes in environmental conditions with respect to a baseline condition [65]. To reduce the propagation of base-year modeling uncertainties into future year (or sensitivity) modeling, the US EPA developed a procedure to use photochemical modeling results in a relative sense when such models are used for regulatory purposes [66]. In this procedure, the Relative Reduction Factor is defined as the ratio of modeled future year concentrations to modeled base year concentrations for days over a certain threshold. In our study, we observed quite large uncertainties between the two biogenic models. Therefore, adopting this idea without setting thresholds or cutoffs, we applied the RRF to our results for reductions of 30% NO\textsubscript{x}-only, 30%-VOCs-only, and both 30% NO\textsubscript{x} and 30% VOCs. For this analysis, we selected monitors in the Yeosu/Gwangyang area where large differences between MEGAN and CMAQ-BEIS3 occurred: the Samil-dong, Wollae-dong, Jung-dong, and Chilsung-li monitors. For each monitor, we computed relative response factors as follows:

$$RRF = \frac{\sum \text{MDA8O3}_{N,V,I}}{\sum \text{MDA8O3}_{0,0,I}}$$  \hspace{1cm} (5)$$

where I is a day modeled. Here, MDA8O3\textsubscript{0,0,I} represents MDA8O3 values from the baseline run. MDA8O3\textsubscript{N,V,I} represents MDA8O3 values with reductions in NO\textsubscript{x} and/or VOCs emissions.

We then multiplied the RRFs by the ozone concentrations observed at these monitors. Figure 14 compares the averaged MDA8O3 values throughout the modeling period with and without the RRF application. In many cases, CMAQ-MEGAN estimated smaller changes in ozone concentration, although ozone concentrations estimated with CMAQ-MEGAN are higher than those estimated with CMAQ-BEIS3. With 30% NO\textsubscript{x}-only, 30%-VOCs only, and both 30% NO\textsubscript{x} and 30% VOCs reduction, the maximum differences among all monitors in relative ozone response were 4.2 ppb, 2.5 ppb, and 1.6 ppb, respectively. At the Samil-dong monitor with 30% NO\textsubscript{x} reduction and at the Chilsung-li monitor with both 30% NO\textsubscript{x} and VOCs reduction, modeled ozone changes estimated
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by CMAQ-MEGAN and CMAQ-BEIS3 had different signs. CMAQ-MEGAN results suggested that simultaneous precursor reductions could lead to greater reductions in ozone than CMAQ-BEIS3 results suggested. As we discussed in the Jinju/Sacheon area case in the previous section, ozone responses at these monitors can vary greatly depending on their modeled photochemical regimes. In addition, as our RRF analysis shows, modeling biases may amplify or shrink the effects of photochemical conditions on ozone concentrations after anthropogenic precursor emission controls are applied. We present more cases with RRF applications in the Supplementary Material (Figures S5–S8).

These results indicate that photochemical modeling for assessing ozone control scenarios in South Korea requires careful consideration of biogenic emissions, even though biogenic emissions may not be included as part of the control strategy. For sites showing opposing trends of ozone responses to precursor reductions when modeled with MEGAN or BEIS3, we recommend performing additional corroborative analyses, such as sensitivity analyses or observation-based analyses, to ensure that precursor controls will lead to the anticipated results, at least qualitatively or directionally.

Figure 14. Relative changes in eight-hour maximum ozone because of anthropogenic emissions reduction with MEGAN (black) and BEIS (gray) estimated biogenic emissions: (a) 30% NOx reduction, (b) 30% VOCs reduction, and (c) both 30% NOx and 30% VOCs reduction.
These results indicate that photochemical modeling for assessing ozone control scenarios in South Korea requires careful consideration of biogenic emissions, even though biogenic emissions may not be included as part of the control strategy. For sites showing opposing trends of ozone responses to precursor reductions when modeled with MEGAN or BEIS3, we recommend performing additional corroborative analyses, such as sensitivity analyses or observation-based analyses, to ensure that precursor controls will lead to the anticipated results, at least qualitatively or directionally.

4. Conclusions

We conducted CMAQ simulations to estimate ozone concentrations and the responses of these modeled concentrations to changes in precursor emissions in the southern Korean peninsula from 16–29 August 2007 using two biogenic emissions models, MEGAN and BEIS3. We utilized HDDM to obtain sensitivity coefficients, and compared the results of CMAQ-MEGAN and CMAQ-BEIS3. MEGAN estimated higher isoprene concentrations, about twice those estimated with BEIS3. This result is consistent with what has been reported in previous studies. Both CMAQ-MEGAN and CMAQ-BEIS3 slightly overestimated ozone concentrations, although CMAQ-BEIS3 showed better accuracy overall than MEGAN. As for domain-wide peak ozone concentrations, CMAQ-MEGAN-modeled ozone concentrations were closer to the observed values than CMAQ-BEIS3. During the modeling period across the 3-km modeling domain, differences in modeled one-hour concentration between CMAQ-MEGAN and CMAQ-BEIS3 were often over 20 ppb, especially near large cities and industrial complexes. Sensitivities to reductions in ozone precursors led CMAQ-MEGAN and CMAQ-BEIS3 to predict different directions of ozone response, an effect that is expressed much more in areas with many NOx sources, such as around large cities and industrial complexes. Due to inherited uncertainties or biases in modeled absolute concentrations, we adopted the US EPA’s RRF procedure to re-evaluate modeled ozone changes due to precursor reductions. With RRF, modeled ozone changes were smaller with CMAQ-MEGAN than with CMAQ-BEIS3. Furthermore, we observed that CMAQ-MEGAN and CMAQ-BEIS3 still estimated directionally different ozone responses under certain conditions. For example, CMAQ-MEGAN estimated a decrease in ozone concentration for 30% NOx reduction, while CMAQ-BEIS3 predicted an increase in ozone concentration for the same case. We believe this behavior implies that air quality modeling in South Korea for assessing policy scenarios requires careful consideration of biogenic emission models, as well as the incorporation of other corroborative analyses, in order to ensure the effectiveness of ozone control strategies.

Supplementary Materials: The supplementary materials are available online at http://www.mdpi.com/2073-4433/8/10/187.
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