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Abstract

:

During the CINDY/DYNAMO field campaign, exceptionally large upper ocean responses to strong westerly wind events associated with the Madden–Julian oscillation (MJO) were observed in the central equatorial Indian Ocean. Strong eastward equatorial currents in the upper ocean lasted more than one month from late November 2011 to early January 2012. The remote ocean response to these unique MJO events are investigated using a high resolution (1/25°) global ocean general circulation model along with the satellite altimeter data. The local ocean response to the MJO events are realistically simulated by the global model based on the comparison with the data collected during the field campaign. The satellite altimeter data show that anomalous sea surface height (SSH) associated with the strong eastward jets propagated eastward as an equatorial Kelvin wave. The positive SSH anomalies then partly propagate westward as a reflected Rossby wave. The SSH anomalies associated with the reflected Rossby wave in the southern hemisphere propagate all the way to the western boundary. These remote ocean responses are well simulated by the global model. The analysis of the model simulation indicates the significant influence of reflected Rossby waves on sub-seasonal variability of Somali current system near the equator. The analysis further suggests that the reflected Rossby wave causes a substantial change in the structure of the Seychelles–Chagos thermocline ridge, which contributes to significant SST anomalies.
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1. Introduction


The Cooperative Indian Ocean experiment on intraseasonal variability (CINDY)/Dynamics of the MJO (DYNAMO) international field campaign was conducted in boreal fall 2011 through winter 2011/2012 with the goal of expediting our understanding of the physical and dynamical processes key to Madden–Julian Oscillation (MJO) initiation in the Indian Ocean [1]. During the field campaign, three episodes of large-scale convection associated with the MJO propagated eastward over the Indian Ocean. The equatorial low-level westerly winds associated with the MJO-induced convection were particularly strong during the second and third events in late November and December, e.g., [1,2,3]. These westerly wind events provide a significant source of fluxes of momentum and heat into the ocean, e.g., [4], causing large upper ocean responses including strong anomalous currents, changes of thermocline depth, and temperature. The upper ocean variability produced by these MJO events were well monitored by the arrays of surface mooring and ship observations in the central Indian Ocean during the intensive observing period of the field campaign (1 October 2011–15 January 2012; [1,3,5]). This study investigates remote ocean responses to the MJO events observed during the field campaign, in which the local upper ocean response was exceptionally strong.



A number of previous studies reported significant remote upper ocean responses to wind forcing near the equator in the central Indian Ocean through equatorial and coastal wave propagation. These remote areas include Indonesian Seas, e.g., [6,7,8,9,10], northern Indian Ocean, e.g., [11,12,13,14], and the western tropical Indian Ocean, e.g., [15,16,17]. Many of these studies discuss the remote ocean response to semiannual westerlies along the equator, which generate eastward zonal currents during boreal spring and fall [18]. For example, semiannual equatorial winds generate equatorial Kelvin and reflected Rossby waves, which influence upper ocean structures in the entire equatorial Indian Ocean, e.g., [19,20]. A recent study suggests that semiannual reflected Rossby waves can impact mixed layer temperature around the region of Somali current near the equator based on numerical model simulations [17]. As described above, the eastward zonal jet in the equatorial Indian Ocean is also generated by the MJO, but the amplitude of the reflected Rossby waves for the typical MJO is generally much weaker than those associated with semiannual wind forcing, e.g., [21]. Yet, some of the strong MJO events could influence western Indian Ocean through reflected Rossby waves e.g., [2,15,16]. However, the impact of the MJO-induced equatorial waves on the western boundary region including the Somali current system has not been reported so far.



The remote ocean response to strong MJO events during the CINDY/DYNAMO field campaign has been described by satellite observations [2]. In response to strong equatorial westerlies associated with MJO events, eastward jets with a large zonal extent, which cover the almost entire Indian Ocean basin, were accelerated along the equator in late November 2011. Large positive sea surface height (SSH) anomalies are found near the eastern boundary in late December to early January right after the strong equatorial jet is generated. Satellite observations suggest that these SSH anomalies partly propagate westward by radiating Rossby waves from the eastern boundary and they reach the area of shallowest thermocline near the equator, which is known as the Seychelles–Chagos thermocline ridge (SCTR), e.g., [22,23,24,25], where sea surface temperatures (SSTs) are sensitive to small changes of the thermocline depth and surface forcing.



While satellite observations provide estimates of surface manifestation of the local and remote response of the upper ocean, they do not describe details of internal fluctuations. In situ observations, such as research moored array for African–Asian–Australian monsoon analysis and prediction (RAMA) and DYNAMO buoys, provide subsurface variability, but these data are available only for the limited areas and periods. Accordingly, numerical model simulations are able to provide further information on large-scale upper ocean variability once validated with observations. Recent high resolution models are able to resolve upper ocean structure near the boundary including the narrow western boundary, which is difficult to monitor by satellite observations. This study investigates the upper ocean variability in response to the MJO events observed during the CINDY/DYNAMO filed campaign using a high resolution numerical model simulation. In particular, the remote ocean responses, including currents, especially the western boundary current, and the thermocline variability associated with Rossby and Kelvin waves are emphasized. Also, the variation of subsurface structure of SCTR associated with the Rossby wave propagation is investigated. The model’s ability to simulate local and remote responses to the MJO events is evaluated based on the comparison with in-situ data collected during CINDY/DYNAMO and satellite observations.




2. Experiment


2.1. Model and Experiment


The ocean model used in this study is the Hybrid Coordinate Ocean Model (HYCOM), which is a community ocean model with a generalized vertical coordinate [26]. The hybrid coordinate is isopycnal in the open, stratified ocean, but smoothly reverts to a terrain-following coordinate in shallow coastal regions, and to z-level coordinates in the mixed layer and/or unstratified seas. The K-profile parameterization [27] is used for vertical mixing in the model.



The model version used in this study is for the global domain, with horizontal resolution of 1/25° and 41 layers in the vertical [28]. The global HYCOM simulation was spun up for 10 years with climatological atmospheric forcing fields derived from ERA-40. Then the model was integrated for the period of 2008–2012 with 3-hourly archived operational forcing from the navy operational global atmospheric prediction system (NOGAPS) [29], but with the long-term annual mean replaced by the long-term mean from ERA-40. A more realistic mean state could be obtained by using these hybrid winds. Also, the hybrid wind set reduces spurious spin-up effects at the beginning of the interannual simulations initialized from ERA-40. The observational data are not assimilated in the model simulation.




2.2. Observational Data for Model Evaluation


2.2.1. DYNAMO and RAMA Buoy Data


In situ data collected from surface moorings during DYNAMO [30] and RAMA program [31] are used to evaluate upper ocean variability in the model simulations. The data from the DYNAMO surface moorings located at 0°, 78°56′ E and 1°30′ S, 78°45′ E are used. A major focus of the evaluation is on upper ocean thermal structure including the thermocline depth variability generated by strong westerly winds, since this study primarily discusses the remote ocean variability through oceanic wave propagation. Upper ocean temperature data collected by moored Conductivity, Temperature, Depth (CTD) sensors are used for the comparison. Subsurface CTD measurements in DYNAMO moorings were taken every 2 min at 1, 5, 10, 15, 20, 30, 40, 50, 60, 70, 80, 90, 101, 150, 200, 300, and 500 m. In addition, near-surface velocity data taken by acoustic Doppler current profilers (ADCPs) on the DYNAMO and RAMA moorings are used to evaluate the model simulations of equatorial jet produced by strong westerly winds.




2.2.2. SeaSoar, XBT, CTD, and XCTD Measurements


Upper ocean temperature data collected by SeaSoar, expendable bathythermograph (XBT), CTD and XCTD during CINDY/DYNAMO are used to validate the variation of thermocline structure simulated by the model. During the mooring deployment period of the DYNAMO experiment, 68 XBT casts were deployed in 9–18 September 2011 along 78.5° E with a nominal 0.25° latitudinal resolution between 12° S and 2° N. XBT measured temperature and pressure between surface and 1100 m depth with a vertical resolution of 0.6 m. XBT data were averaged into 2 m depth bins. Shipboard CTD profiles were made at each of three mooring positions during the mooring deployment. XBT and temperature measurements taken by shipboard CTD showed a good agreement and confirmed their quality. During the mooring recovery cruise, the meridional structure of temperature and salinity along 78.5° E was captured in 19–23 January using a SeaSoar, a towed vehicle with impeller-forced wings allowing its undulation in the upper ocean. CTD sensors mounted on the SeaSoar measured temperature, salinity, and pressure between ~10 m and ~350 m depth at a vertical resolution of ~2 m.



During CINDY experiment, the shipboard CTD measurements from the surface to 1000 m were conducted at (8.0° S, 80.5° E) and (5.1° S, 78.1° E) on 28–30 November. Also, the XCTD was towed (down to 1000 m) every 0.5° in latitude between these CTD stations and Equator, 80° E. Using these data, the meridional section of temperature near 79° E during this period is constructed. Further details on the observations and data processing are described in the cruise report [32].




2.2.3. Satellite Observations


Sea surface height (SSH) obtained from archiving, validation, and interpretation of satellite oceanographic (AVISO) data are used to describe local and remote ocean responses and to evaluate those simulated by the model. The data are provided for the daily average on a 0.25° × 0.25° grid.






3. Results


3.1. Comparison of the Model Simulation with Observations


The model simulation used in this study has been compared previously with some of the data collected during DYNAMO [10]. While the previous comparison demonstrates that the model is able to simulate the ocean response to the MJO reasonably well, further comparisons, including the variation of thermocline structure, are performed here using additional data sets.



3.1.1. Local Ocean Response to MJO Forcing


Since the major focus of this study is to identify the remote ocean processes associated with wave propagations, the variability of thermocline depth in the model simulation is first compared with the observed data. Figure 1 shows the time series of temperature in October 2011–mid-January 2012 at DYNAMO surface mooring locations from the model simulation and observations. During this period, the variation of the thermocline depth at this location is small. The average thermocline depth in the model agree with observations reasonably well, although the model tends to generate the thermocline a little deeper than observations. The average depth of 20 °C isotherm (D20; dashed lines in figures) of observation and the model at 79° E, Equator is 120 m and 133 m, respectively, and those at 79° E, 1.56° S are 111 m and 128 m. While large variations of thermocline depth are not observed during this period at these locations, occasional small changes are captured by the model. For example, a D20 shoaling of about 25 m at 79° E, Equator is observed in early January, which is simulated by the model.



The depth of 25 °C isotherm (D25), which is located near the top of the thermocline, is also shown in Figure 1. D25 simulated by the model agrees with observations better than D20, indicating that the isothermal layer thickness is well simulated by the model but the model thermocline is not sharp enough. The smaller vertical temperature gradient in the equatorial thermocline is a common problem found in most ocean models.



Figure 2 displays the comparison of upper ocean temperature time series from the model with the RAMA mooring data at 90° E, Equator and 90° E, 1.5° S. While the observed D20 does not vary much at 90° E, Equator, D25 gradually increases during this period. These variations are well captured by the model. At 90° E, 1.5° S, D20 gradually increases by about 30 m in observations, which is consistent with the model simulation. However, as in the comparison at 79° E, the model tends to produce a deeper D20 than observations. Nevertheless, the model is able to simulate observed thermocline variability reasonably well.



Westerly winds associated with the MJO events during the field campaign generated strong equatorial jets [2,5,10,33]. In order to validate the simulation of equatorial jets, the model surface zonal currents are compared with the RAMA and DYNAMO mooring data in the central equatorial Indian Ocean (Figure 3). The observed equatorial zonal current variations agree well with those in the model. In particular, the rapid acceleration in late November is well simulated by the model. The zonal currents continue to be strong in December (~1 m/s) after the acceleration. This is because there is no clear suppressed phase between the two MJO events in late November and December, and thus weakening of the westerlies occur for only a short period of time during December, e.g., [2].




3.1.2. Thermocline Ridge


While the center of SCTR is located in the western part of the tropical Indian Ocean around 60° E–65° E, it extends farther east, including the locations of CINDY/DYNAMO ocean observations. As described in Section 2, temperature measurements along 79° E were conducted three times (early September, late November, and mid-January) during CINDY/DYNAMO. A comparison of these observations demonstrates the meridional migration of SCTR at this location (Figure 4, left panels). During early September, the shallowest thermocline is located around 9° S–10° S. Then, the shallowest thermocline is migrated to around 4° S in late November. In mid-January 2012, the SCTR at this longitude is found centering around 6° S. The observed meridional migration is well simulated by the model (Figure 4, right panels), indicating that major physical processes that modulate the SCTR structure are well represented in the model. However, there are some quantitative differences between the model and observations. For example, the structure of the lower part of the thermocline in the model during early September does not agree well with the observation. Nevertheless, the overall agreement suggests that the model simulation is adequate to be used to discuss the variation of SCTR structure. Although the SCTR meridional migration observed in the area of DYNAMO observation is not a major focus in this study, possible dynamical processes affecting the migration are further discussed in Section 4.





3.2. Large-Scale Variability


In the previous section, it is demonstrated that the model is able to simulate variations of thermocline depth including the location of SCTR and zonal currents in the central equatorial Indian Ocean reasonably well based on the comparison with in-situ observations. In this section, large-scale upper ocean variability in response to the MJO events in the model simulation, including that in the remote ocean areas, is described and compared with the satellite-derived data.



3.2.1. Equatorial Kelvin Wave


Figure 5 shows the longitude-time diagram of SSH anomalies from satellite observations and the model. In response to the MJO event in late November, a prominent signal of eastward propagation of SSH anomaly is evident in observations. The propagation speed is about 2.8 m/s, which is close to the phase speed of the first baroclinic mode equatorial Kelvin wave in this region, e.g., [34,35]. The model is able to simulate the downwelling Kelvin wave with the amplitude comparable to the observations (Figure 5). Note that the differnce in anomaly fields between model and observation is partly due to the climatology calculated for different periods. While the climamatological seasonal cycle of satellite observation is computed for the period 2000–2014, the model seasonal cycle is calculated for the 5-year period (2008–2012) of the simulation.



Figure 5 (third panel) shows the longitude-time diagram of surface zonal current anomaly near the equator from the model simulation. The rapid acceleration of eastward jet in late November is evident in almost the entire Indian Ocean basin. The large-scale eastward currents continue to be strong until early January. While the strong anomalous currents are found in both western and eastern parts in the basin in late November, the anomalous currents are stronger in the eastern part around 80° E–90° E in late December. This distribution of zonal current anomaly is consistent with the spatial pattern of westerly winds, in which the stronger westerlies are found in the eastern Indian Ocean in late December (Figure 5, right panel), [2]. Note that the eastward propagation of zonal current can be detected, but it is not as clear as that of SSH because equatorial zonal currents often include other large signals such as Rossby waves and Yoshida jet [33,36].



As a result of eastward currents associated with Kelvin waves and strong zonal jets directly driven by westerlies in the eastern Indian Ocean, a significant SSH increase (~15 cm) is found in the large areas (6° N–8° S) near the coast of Sumatra in late December–early January due to the strong convergence of zonal currents at the eastern boundary (Figure 5 and Figure 6). The D20 anomaly associated with the increase of SSH exceeds 25 m near the eastern boundary (Figure 6). The alongshore (northwesterly) winds south of the equator in late December [2] could also enhance the increase of SSH and deepening of the thermocline.



The eastward propagation of SSH is also evident in mid to late October (Figure 5). However, SSH increase near the eastern boundary is not as large as that associated with later events. This is because the westerly wind anomalies near the equator associated with the MJO during this period are weaker although atmospheric convection is comparable to later events (Figure 5 right panel), e.g., [1,2].




3.2.2. Reflected Rossby Wave


As shown in the previous section, a pronounced increase of SSH and the deepening of the thermocline along the coast of Sumatra and Java in late December due to the convergence of zonal current associated with equatorial jets are well simulated by the model. These positive SSH anomalies could propagate westward by radiating Rossby waves from the eastern boundary, e.g., [19,35,37]. Figure 7a shows the satellite-derived SSH variations near the equator (left panel) and around 4° S (right panel) where the SSH amplitude of equatorial Rossby wave is maximum, e.g., [37]. The periods include those after the occurrence of large positive SSH anomalies at the eastern boundary during late December–early January. The westward propagation throughout the entire Indian Ocean basin during early January to mid-March is clearly evident in observations. The model is able to simulate the westward propagation of the observed SSH well (Figure 7b). The phase speed (~0.88 m/s) is consistent with the first baroclinic mode Rossby wave in this region. The SSH signals of phase speeds slower than the first baroclinic mode are also evident, and as a result, weaker positive SSH anomalies are found in the eastern side of maximum SSH anomalies. These signals could be due to the higher baroclinic modes (e.g., [2]). A similar westward propagation of D20 is also evident during this period (not shown). It should be noted that a similar westward propagation of SSH anomalies is evident at 4° N at least in the eastern side of the basin, but it is not as clear as that at 4° S in the western side of the basin probably because it is disturbed by the coast of south India and Sri Lanka (not shown), e.g., [38].



The model simulation of the Rossby wave is further confirmed by the comparison with the RAMA mooring data at 80.5° E, 4° S (Figure 8). During mid to late January, when the reflected Rossby wave passed at this location, the mooring data indicate that the thermocline becomes deeper by about 20–30 m. This deepening of the thermocline is simulated well by the model.




3.2.3. Influence on Somali Current System


Somali current is one of the western boundary currents in the Indian Ocean, and has been extensively studied since the 1960s. It is unique in that the current direction changes seasonally due to the monsoon reversal, with complex vertical and horizontal structures such as a two-gyre system and prominent undercurrents, e.g., [39,40]. The influence of the remotely forced variability on the Somali current system has been discussed in many studies, e.g., [23,41,42,43,44]. For example, a recent study [44] indicates that Rossby waves propagated from the central Indian Ocean drive the onset of northward currents around 6° N in April, which are associated with a precursor of the Great Whirl. These studies, however, focused mostly on the seasonal variation of the Somali current system. The subseasonal variability, such as that generated by the MJO, has not been previously investigated. This section discusses the influence of MJO-induced remote ocean variability on the Somali current system.



As shown in Figure 7, the reflected Rossby wave propagates all the way to the western boundary, and thus they may influence the upper ocean structure in the western boundary current region. Figure 9 shows the surface current anomaly in the western side of the basin during the period when the reflected Rossby wave is propagating in this region. The westward propagation of anomalous westward currents near the equator is evident, and the significant changes of alongshore current anomaly near the boundary is found between equator and 4° S, when the wave reaches the boundary (Figure 9, bottom panel).



Figure 10 shows the alongshore velocity along the cross section indicated by the white line in Figure 9. The high-resolution model is able to generate narrow strong currents in the upper 100 m near the boundary, in which the alongshore (southwestward) velocity exceeds 1 m/s. Also, northeastward undercurrents around the depth of 150–200 m are evident. The structure of the boundary currents is consistent with observations during this season at least qualitatively, e.g., [39,40]. It should be noted, however, that a further quantitative comparison is not possible because of the lack of in situ observations especially during this season.



The comparison of the Somali current structure between the periods before and after the arrival of reflected Rossby wave shows its substantial influence (Figure 10). While the current right near the boundary during late February is similar to that in early to mid-March, strong alongshore currents are found in much broader areas during mid-March. The spatial pattern of surface currents near the boundary during these periods are shown in Figure 11. The broadening of alongshore currents are found in almost the entire region between equator and 4° S near the boundary. In addition, the narrow boundary current is significantly enhanced by about 20 cm/s between 2° S and 4° S, in association with the increase of SSH centered around 4° S.




3.2.4. Influence on the Seychelles–Chagos Thermocline Ridge Region


While previous studies suggest significant remote ocean responses in the western Indian Ocean to MJO forcing [15,16], most of these studies did not specifically focus on the SCTR region where SST is very sensitive to the small change of thermocline depth and surface forcing. A possible impact of the reflected Rossby waves generated by the MJO on the SCTR region is suggested in a recent study [2] based on the analysis of satellite altimeter data. However, these studies did not emphasize subsurface variability such as the structure of the thermocline in SCTR. Changes of SCTR structure associated the propagation of reflected Rossby waves and their possible impact on SST are discussed in this section.



A significant amplitude of reflected Rossby wave passed through the center of SCTR around 60° E during February–early March. Figure 12 shows the time series of temperature profile at 55° E–65° E, 4° S from the model simulation. The deepening of the thermocline associated with the propagation of Rossby wave is found from February, and the SST warming associated with the deepening of the thermocline is evident.



The meridional sections of temperature around the center of SCTR before and after the arrival of Rossby wave are compared in Figure 13. The meridional structure of SCTR was substantially changed after the arrival of reflected Rossby wave during late February–early March. Because of the downwelling Rossby wave in the northern part of SCTR, the north-south slope of the thermocline becomes much steeper as the Rossby wave is passing through this location. In association with the change of meridional structure of SCTR, the location of the maximum SST is shifted northward. The warmest SST and upper ocean temperature is connected to the deep thermocline around 3° S–5° S, although the location of the maximum changes with depth. Also, the SST contrast between northern and southern parts of SCTR is much stronger after the arrival of the Rossby wave.



The spatial distribution of SST and SSH anomalies from the model simulation near the SCTR region during late February–early March are shown in Figure 14. A significant positive SST anomaly, which exceeds 0.3 °C, is evident around 4° S. SSH anomalies are also positive around 4° S although they are somewhat noisy due to active mesoscale eddies south of 6° S. These positive SST and SSH anomalies around 4° S are associated with the Rossby wave propagation through the SCTR region during this period.



Figure 15 shows SST and the anomaly of surface current for the same period (18 February–7 March). Significant anomalous currents are found in the areas of large SST gradient around 4° S. In particular, the meridional component of anomalous currents crosses the area of a large meridional SST gradient. However, these currents cause both warming and cooling by the heat advection. For example, colder waters from the south are advected northward around 4° S, 62° E, where a significant cooling anomaly is found (Figure 14).



A recent study [45] suggests that the zonal heat advection primarily generate the western Indian Ocean intraseasonal SST anomalies associated with downwelling Rossby waves, based on the composite analysis. Such an impact of zonal advection could be also inferred for this event (Figure 15). For example, westward currents around 55° E near the equator flow through the region of large zonal SST gradient. Hence the analysis indicates that the zonal and meridional heat advection significantly influence SST in the SCTR region. However, horizontal advection described here occurs in a smaller scale than the overall warming with a relatively large zonal extent shown in Figure 14. Accordingly, the SST warming with the large zonal extent (~20°) found around 4° S for this event cannot be fully explained by the horizontal heat advection alone.



Surface heat flux anomalies during this period (Figure 15, right panel) show a cooling most of the areas of positive SST anomaly in the SCTR region, indicating that the anomalous warming is not generated by surface heat fluxes. Hence these analyses suggest that deepening of the thermocline associated with reflected Rossby wave significantly contributes to the positive SST anomalies shown in Figure 14.



Recent studies [15,16,45,46] suggest that reflected Rossby waves generated by the MJO in the Indian Ocean may play an important role in generating a subsequent MJO. Because of the deepening of the thermocline in the western Indian Ocean due to the propagation of Rossby waves, a significant SST warming could be generated, which in turn could act as a trigger of the initiation of convection. In fact, atmospheric convection was initiated in the western and central Indian Ocean during March 2012, and it was developed to MJO, which propagated to the western Pacific in late March [1]. Accordingly, our results of model simulation are consistent with their mechanism (hypothesis) for the possible generation of a subsequent MJO event. However, the MJO events during the field campaign, which produced the exceptionally large amplitude of reflected Rossby waves, are unique in that they occurred within one month without a clear suppressed phase between the events. Because of the persistent westerly winds in late November and December, large-scale strong equatorial jets lasted more than one month, which in turn generated a substantial deepening of the thermocline at the eastern boundary. Such large thermocline depth anomalies might be required for the Rossby wave to influence the SST in the SCTR region, and it is uncertain how often such large amplitude of reflected Rossby waves have been generated by the MJO, which could have the impact similar to the events during DYNAMO. Further studies that examine the details on the remote upper ocean response to several other strong MJO events, including the SCTR thermocline structure, are necessary.






4. Discussion


The results in this study suggest that the meridional structure of SCTR can be substantially changed due to the remote ocean response to the MJO (Figure 13). As shown in Figure 4, a large change of the SCTR meridional structure was also observed during DYNAMO (September 2011–January 2012) in the central Indian Ocean, which could affect the SST and in turn may influence the MJO. Hence it is worthwhile to further discuss the possible physical mechanism that causes the variation of SCTR meridional structure during DYNAMO.



Since the period of DYNAMO observations shown in Figure 4 covers boreal fall and winter, the variation is likely to include the seasonal cycle. The processes that control the seasonal cycle of SCTR are examined in previous studies, e.g., [25,47]. For example, Hermes and Reason [25] indicated that the annual cycle of SCTR is a result of complex interaction between the ocean response to local and remote forcing based on numerical model experiments. On the other hand, Yokoi et al. [47] suggest that the seasonal variation of SCTR is primarily controlled by local wind forcing. These studies, however, focused on the center of the SCTR (55° E–65° E), and the processes in the area of DYNAMO observations are not emphasized.



Figure 16a shows the SSH variation derived from satellite altimeter around 10° S during DYNAMO, which includes the seasonal cycle. The downwelling annual Rossby wave during boreal fall and winter is evident, in which the amplitude and period are consistent with those reported in previous studies [48,49]. The propagation of this annual Rossby wave results in a significant deepening of the thermocline during mid-October-December in the area of DYNAMO observations. The subsequent Rossby wave with a relatively short time scale also reaches the DYNAMO observation area in January, which maintains the deep thermocline generated by the annual Rossby wave. Note that the annual Rossby wave around this latitude does not affect the center of SCTR (~60° E) where the shallowest thermocline is found (Figure 16a).



Around 4° S in November, the propagation of the Rossby wave, which can cause a large upwelling, is not clearly evident in the SSH data (not shown). Therefore, the local wind stress is likely to contribute primarily to the upwelling. Figure 16b shows the evolution of the meridional velocity in the upper 50 m in mid to late November 2011. In late November, a rapid acceleration of equatorward currents centered around 2° S is found, which is associated with the acceleration of eastward jet on the equator (Figure 3). As a result of equatorial convergence caused by westerly winds, a strong meridional divergence centered around 4° S is generated and thus the resultant upwelling changes the structure of SCTR. Hence, the shallow thermocline at 4° S during this period is generated by equatorial westerly winds around this longitude associated with the MJO onset. The smaller divergence around 4° S generated by weaker westerlies is evident before the onset of MJO convection in late November (Figure 16b), which also contributes to the shoaling of the thermocline.



Figure 16c shows SSH variations at 6° S in December–January. A rapid decrease of SSH (and thus a strong upwelling) around 6° S, 79° E–85° E is evident in mid- to late December, and the upwelling during this period mostly contributes to the shallow thermocline observed in mid-January. Also, the propagation of Rossby wave generated east of the DYNAMO area maintains the shallow thermocline in early to mid-January. The upwelling around 79° E and the Rossby wave are generated due to the winds around these areas (Figure 16d). The maximum of upward Ekman pumping velocity is found around 6° S, 79° E–85° E during this period, which is mostly due to the strong westerly winds associated with the MJO (see also Figure 3 in [2]). These analyses demonstrate that a meridional migration of SCTR in the DYNAMO area is caused by a combination of annual Rossby wave and MJO-induced wind stress. Although these SCTR changes are not generated by the reflected Rossby wave such as those discussed in the previous section, the results suggest that intraseasonal variation of wind stress produced by the MJO can largely alter the SCTR structure. It should be noted that the impact of the reflected Rossby wave on the thermocline structure, which is similar to that shown in Figure 10, is also found around the DYNAMO observation areas (not shown). The north-south slope of the thermocline depth around 4° S–6° S becomes much sharper during and after the reflected Rossby wave propagation in late January–early February.



While the analysis of the model simulations and satellite observations in this study clearly demonstrate that the reflected Rossby wave generated by MJO events during DYNAMO propagated all the way to the western boundary, the intraseasonal variabiily of local winds could modify the upper ocean structure during the wave propagation. The analysis of the wind data along the path of Rossby wave does not indicate the singnificant role of local wind forcing, including SCTR and the western boundary region (not shown). However, it is still desirable to completely isolate and further quantify the effect of local wind forcing by additional sensitivity experiments for the longer period. Such experiments, which remove reflected Rossby waves, have been conducted previously using coarse resolution models, e.g., [17,20,35]. Although the sensitivity experiments with a very high resolution model such as that used in this study are still challenging and beyond the scope of this study, it may be pursued in our future research.



As discussed in Section 3, the Somali current system reveals a remarkable seasonal cycle, including the area near the equator. The transition from southward to northward current near the equator occurs around March/April before the onset of the Indian summer monsoon [40]. During DYNAMO, the reflected Rossby wave generated by MJO events reach the western boundary early to mid-March, which largely enhanced southward currents near the boundary. Because this is the period right before the seasonal reversal of the current direction, it is possible that such subseasonal variability could impact the seasonal transition process. A further analysis of the model simulation indicates that the northward Somali current is generated in mid-April in the model, in which the direction of the current around 2° S–3° S rapidly changed and the northward current was accelarated to about 1 m/s within a few days (not shown). Such a rapid transition could be a result from the enhanced southward currents in the southern hemisphere due to the reflected Rossby wave right before the current reversal. Hence the results of this study suggest that remotely-forced subseasonal variability near the boundary could possibly contribute to dynamical processes affecting the seasonal reversal of Somali current system.



The analysis of the model simulation suggests the significant contribution of reflected Rossby waves on the SST variability in SCTR. However, it should be noted that processes controlling intraseasonal SST in the SCTR region is still a subject of debate, e.g., [50]. For example, the relative importance of ocean dynamical processes and surface fluxes for the intraseasonal SST variation largely depends on the location within the SCTR, e.g., [51]. In addition, processes controlling the intraseasonal SST is affected by interannual variability and event-to-event variability, e.g., [51,52]. Furthermore, significant uncertainties in the mixed layer heat budget, which most previous studies rely on, still exist due partly to the difficulty of quantifying the vertical mixing processes around the mixed layer depth including entrainment and vertical advection. A further quantitative discussion on the impact of the thermocline depth change on SSTs requires an accurate estimate of both intraseasonal variability and climatology of the entrainment heat flux in SCTR, which are likely to contain large uncertainties. Therefore, at least the longer integration of models with high horizontal and vertical resolutions and extensive analysis are necessary to further confirm the results in this study. Such model simulation and analysis are still difficult at this stage, but could hopefully be feasible in the near future.




5. Conclusions


This study investigates the remote ocean response to MJO events observed during CINDY/DYNAMO field campaign using high resolution (1/25°) global ocean general circulation model and satellite observations. A particular emphasis is given to the impact on the Somali current system through the reflected Rossby wave propagation, which has not been reported in previous studies. During the DYNAMO field campaign, two strong MJO events were observed within a month without a clear suppressed phase between them, and these events generated exceptionally strong ocean responses. Strong eastward currents along the equator in the Indian Ocean lasted more than one month from late November 2011 to early January 2012. These unique MJO events resulted in very strong remote ocean responses.



During the field campaign, the westerlies associated with these MJO events generate strong equatorial eastward jets and downwelling near the eastern boundary. The equatorial currents and associated thermocline depth variation are shown to be realistically simulated by the global ocean model based on the comparison with the data collected during the field campaign. The satellite altimeter data show that anomalous sea surface height (SSH) associated with the strong eastward jets propagated eastward as an equatorial Kelvin wave. The positive SSH anomalies then partly propagate westward as a reflected Rossby wave. The SSH fluctuations in the southern hemisphere propagate all the way to the western boundary. These remote ocean responses are well simulated by the global ocean model. For the first time, the impact of the reflected Rossby wave generated by the MJO on the Somali current system is investigated based on the analysis of the model simulation. The result demonstrates the significant influence of reflected Rossby waves on the sub-seasonal variability of Somali current system and upper ocean structure near the western boundary. The southward Somali current is largely enhanced in the broad area around the western boundary between Equator and 4° S.



While the influence of reflected Rossby waves associated with the strong MJO on the western Indian Ocean SSTs has been reported in previous studies, the variation of subsurface (thermocline) structure around the Seychelles–Chagos thermocline ridge (SCTR) region, where SSTs are very sensitive to a small change of thermocline depth, has not been emphasized. The analysis of the model simulation indicates the substantial change of the SCTR meridional structure associated with the reflected Rossby wave. The deepening of the thermocline of about 20 m around 4° S is found after the reflected Rossby wave reaches the SCTR region, which results in the sharper north-south slope of the thermocline depth. Significant SST anomalies associated with the deepening of the thermocline, which exceed 0.3 °C, are found within SCTR, and thus such a change could influence the subsequent atmospheric convection associated with MJO initiation.
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Figure 1. Time series of temperature profile from DYNAMO (Dynamics of the MJO) moorings at Equator, 79° E (upper left panel), 1.5° S, 79° E (upper right panel), from the HYCOM (Hybrid Coordinate Ocean Model) simulation at Equator, 79° E (lower left panel), and 1.5° S, 79° E (lower right panel). Solid (dashed) lines indicate 25° C (20° C) isotherm contours. 






Figure 1. Time series of temperature profile from DYNAMO (Dynamics of the MJO) moorings at Equator, 79° E (upper left panel), 1.5° S, 79° E (upper right panel), from the HYCOM (Hybrid Coordinate Ocean Model) simulation at Equator, 79° E (lower left panel), and 1.5° S, 79° E (lower right panel). Solid (dashed) lines indicate 25° C (20° C) isotherm contours.
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Figure 2. Time series of temperature profile from research moored array for African–Asian–Australian monsoon analysis and prediction (RAMA) mooring at Equator, 90° E (upper left panel), 1.5° S, 90° E (upper right panel), from the HYCOM simulation at Equator, 90° E (lower left panel), and 1.5° S, 79° E (lower right panel). Solid (dashed) lines indicate 25 °C (20 °C) isotherm contours. 
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Figure 3. Upper panel: Time series of surface zonal velocity (m/s) at Equator, 80.5° E from the RAMA mooring (blue line) and HYCOM simulation (green line). Lower panel: Time series of surface zonal velocity (m/s) at Equator, 79° E from the DYNAMO mooring (red line) and HYCOM simulation (green line). The model velocity of the uppermost layer (1 m thickness) and the velocity measurements at the shallowest depth from DYNAMO (4 m) and RAMA (10 m) moorings are used as the surface velocity. 
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Figure 4. Temperature along 78.5° E (top panels and bottom panels), and 80.5° E–78.1° E (middle panels) from observations (left panels) and model simulations (right panels) for the periods of 9–16 September 2011 (top panels), 28–29 November 2011 (middle panels), and 19–22 January 2012 (bottom panels). 
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Figure 5. Longitude-time diagram of sea surface height (SSH) anomaly (cm) averaged over 1° N–1° S from satellite observations (left panel), from HYCOM simulation (second panel from the left), zonal velocity anomaly (m/s) from HYCOM simulation (third panel from the left), and surface zonal wind anomaly (m/s) used for the HYCOM simulation (right panel). White lines indicate the phase speed of 2.8 m/s. SSH and zonal velocity data are averaged on a 1° × 1° grid, and a 9-point smoothing is applied in the longitude-time plane. 
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Figure 6. Left panel: Surface velocity (arrow) and SSH (cm; shading) anomalies during 26 December 2011–5 January 2012 from the HYCOM simulation. Right panel: Same as left panel except for 20 °C isotherm depth anomaly (m; shading). 
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Figure 7. (a) Longitude time diagram of SSH (cm) at 1° N–1° S (left panel) and 3.5° S–4.5° S (right panel) from the satellite altimeter data. The horizontal axis (longitude) is flipped in the right panel. The white lines of the left (right) panel indicate the phase speed 2.8 (0.88) m/s. (b) Same as (a) except from the HYCOM simulation. SSH data are averaged on a 1° × 1° grid, and a 9-point smoothing is applied in the longitude-time plane. 
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Figure 8. Time series of temperature profile from RAMA mooring at 4° S, 80.5° E (left panel) and HYCOM simulation (right panel). 
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Figure 9. Surface currents (m/s; arrows) and SSH (cm; shading) anomalies during 20 February–1 March 2012 (upper panel), 2–11 March (middle panel), and 12–21 March (bottom panel) from the HYCOM simulation. 
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Figure 10. Alongshore velocity (m/s) section along the white line in Figure 9 during 11 February–1 March 2012 (left panel), 2–21 March (middle panel), and the difference between the left and middle panels (right panel) from the HYCOM simulation. The positive values indicate northeastward current component perpendicular to the white line. 
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Figure 11. Surface current (m/s) and SSH (cm) from the model simulation for the period 11 February–1 March 2012 (left panel) and 2–21 March 2012 (right panel). 
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Figure 12. Time series of temperature profile at 4° S, 55° E–65° E from the HYCOM simulation. Solid (dashed) lines indicate 20 °C (25 °C) isotherm contours. 
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Figure 13. Temperature along 60° E–65° E for the period 1–31 January (left panel) and 18 February–8 March (right panel) from model simulations. Solid (dashed) lines indicate 20 °C (25 °C) isotherm contours. 
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Figure 14. Average SST (°C; shading) and SSH (cm; contour) anomalies during 18 February–7 March 2012. Only positive values of SSH contour are shown, with the contour interval of 2 cm starting from 1 cm. 
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Figure 15. Left panel: Average SST (sea surface temperatures) (°C; shading) and surface current anomaly (m/s; arrows) during 18 February–7 March 2012. Right panel: Same as the upper panel except for net surface heat flux anomaly (W/m2) used for the HYCOM simulation. 
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Figure 16. (a) Longitude-time diagram of SSH from altimeter data averaged over 8° S–12° S. The white line indicates the location of DYNAMO observations (78.5° E). (b) Longitude-time diagram of meridional velocity averaged over 0–50 m depth along 79° E. (c) Same as (a) except for the averaging latitudes 5.5° S–6.5° S. (d) Ekman pumping velocity (×10−5 m/s; shading) and wind stress (N/m2; arrows) for the period 16–31 December. Positive values indicate upward velocity. 
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