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Abstract: The current neighborhood probability (NP) method mainly considers the spatial
displacement error in high-resolution precipitation forecasts, but the problem of the forecast time
exceeding or lagging behind the observed field has not been properly solved. Therefore, a temporal
factor was introduced into the NP method in this paper, and precipitation forecasts were evaluated in
different spatial-temporal neighborhoods based on the improved NP method and fractions skill score
(FSS), combined with the relative operating characteristic (ROC) curve. The results indicated that the
forecasting accuracy of the ensemble forecast was higher than the control forecast. The neighborhood
ensemble probability (NEP) and probability matched mean (PMM) methods were superior to
the traditional ensemble mean (EM) method in forecasting heavy rainfall, which compensated
for the limitations of the heavy rainfall forecasting ability of EM. For such squall line processes,
a spatial scale of 15–45 km neighborhood radius could effectively rectify the displacement error of
precipitation. There was a corresponding relationship between temporal scale and rainfall intensity in
convective-scale precipitation forecast, so the temporal uncertainty of different levels of precipitation
could be captured by different temporal scales. The spatial and temporal scales had interdependent
influences on precipitation forecast effects, which could be affected by the intrinsic spatial-temporal
scale of convective-scale weather systems. The improved NP method could simultaneously reflect
the spatial and temporal uncertainties of convective-scale precipitation forecasts in high-resolution
models, achieving a comprehensive assessment of spatial-temporal scale and providing probabilistic
forecast results that match different levels of precipitation.

Keywords: convection-allowing ensemble forecast; precipitation optimization; spatial-temporal
neighborhoods; neighborhood probability (NP) method; fractions skill score (FSS)

1. Introduction

As the demand for accurate forecasting of extreme weather is constantly increasing,
convective-scale weather forecasting is becoming increasingly important. The refined convective-scale
weather forecast is facing notable challenges due to its small spatial-temporal scale and the high
non-linearity of the dynamic and physical processes. Therefore, it is of vital importance to develop
high-resolution convection-allowing ensemble forecasts. In recent years, the UK Met Office [1]
has conducted convection-allowing ensemble forecast experiments using downscaling and short
perturbation rapid cycling methods. In Germany, scholars used the Consortium for Small Scale
Modeling (COSMO) model to conduct some convection-allowing ensemble forecast experiments [2,3].
In America, the National Center for Atmospheric Research (NCAR) and the Center for Analysis
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and Prediction of Storms (CAPS) conducted a series of convection-allowing ensemble forecast
experiments [4–10] focusing on the evaluation of precipitation and extreme weather indications,
which aroused interest in the study of convection-allowing ensemble forecasts. NCAR carried
out continuous convection-allowing ensemble forecast experiments and case studies over the
Conterminous United States (CONUS) with an inner 3-km resolution, and had a preliminary analysis
on the forecast results [4,5]. CAPS constructed the ensemble forecast system with 4 km-resolution
ensemble members produced by initial conditions (IC), physical process and model perturbations,
and carried out sensitivity tests and verifications related to the physical process and post-processing
methods [6–10]. These studies indicated that convection-allowing ensemble forecasts could improve
forecasting accuracy to a certain extent, and provide useful guidance for high-impact convective
weather events. In China, Li et al. [11], Zhuang et al. [12], and Cai et al. [13] also conducted
convection-allowing ensemble forecasts using different methods of IC perturbations and physical
process perturbations, which provided theoretical evidence for the further development of perturbation
techniques applicable to convection-allowing ensemble forecasts.

Further, the evaluation of high-resolution model forecasts is of great significance. As resolution is
continuously increasing, the traditional skill scores used to test the performance of coarse-resolution
models face problems in the evaluation of high-resolution models. Firstly, the traditional skill scores
usually require correspondence between forecasted and observed events on a grid scale. However,
the lack of dense spatial observations results in the subjectivity of the high-resolution model assessments
produced by the traditional skill scores [14]. Secondly, high-resolution convection-allowing forecast
models usually produce small displacement errors in precipitation for physical processes, and the
parametric schemes in convective-scale weather are not entirely clear. When the traditional point-to-point
verification methods are applied to high-resolution forecast result assessments, ignoring the displacement
errors will result in poor objectiveness scores [15]. Therefore, traditional skill scores are defective when
evaluating the forecasting capability for precipitation in high-resolution models. There is a dilemma
in that, although it reveals the spatial-temporal structure information of convective weather systems,
the scoring of high-resolution models is even poorer than that of coarse-resolution ones [16].

For the above problems, Ebert [17] proposed a neighborhood post-processing approach,
and elaborated the basic framework for high-resolution precipitation verification. With respect
to post-processing, to improve the forecasting accuracy of convective precipitation events with
high-resolution models, Roberts and Lean [18] proved that more skillful precipitation forecasts
could be produced by selecting an appropriate spatial scale based on the neighborhood method.
Weusthoff et al. [19] used the neighborhood method to assess the performance of the high-resolution
model and its corresponding low-resolution model at different spatial scales, showing that the
high-resolution model had a better forecasting capability. On the topic of verification, Schwartz et al. [15]
applied the neighborhood method to generate the results of probabilistic quantitative precipitation
forecasts (QPFs) using the CAPS high-resolution ensemble forecast dataset, and verified its effect
on probabilistic forecasts at different spatial scales. Clack et al. [20] used the area under the relative
operating characteristic (ROC) curves at different spatial scales to measure the probabilistic QPFs.
Pan et al. [21] evaluated the forecasting capability of three models at different spatial scales with the
neighborhood method, and found that it was not reasonable to use a large neighborhood range to assess
local precipitation. The forecast time ahead or lag of the convective-scale weather is as important as the
spatial displacement error, however, there has been little previous work focusing on the temporal-scale
effect of precipitation forecasts in high-resolution models.

Therefore, this study introduced the temporal factor into the neighborhood probability (NP) method,
and conducted a convection-allowing ensemble forecast for a strong squall line. To optimize precipitation
forecasts and improve forecasting accuracy of convective precipitation events, the precipitation forecasts
were evaluated in different spatial-temporal neighborhoods based on the improved NP method and
fractions skill score (FSS), combined with the ROC curves. Section 2 describes the convective-scale weather
case and the design of the experiment. Section 3 introduces the experimental methods, especially the
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improved NP method and FSS. Section 4 briefly analyzes the results of the deterministic precipitation
forecast. Section 5 presents the analysis of the probabilistic forecast results of different spatial-temporal
neighborhoods. The summary and discussion are given in Section 6.

2. Case and Experimental Design

A wide-range severe convective weather process occurred over the Jianghuai region of China from
30 July to 31 July 2014. Affected by the weather process, Henan, Anhui, and Jiangsu provinces suffered
thunderstorms, gales, and other short (but strong) convective weather conditions. The gales led to
numerous houses being damaged or collapsed, and caused deaths in Henan Province. Some areas of
Jiangsu Province suffered severe and local waterlogging due to the rainstorm. A strong east–westward
squall line swept from north to south over the north-central part of Jiangsu and Anhui provinces, from
0600 UTC to 1100 UTC, 30 July 2014, which caused gusts of more than 14 m/s in Mingguang City and
heavy rain in Changfeng Town (with hourly precipitation reaching 75 mm).

The experiment was conducted with the mesoscale nonhydrostatic model WRFV3.6 (developed by
National Center for Environmental Prediction, NCEP, College Park, MD, USA), adopting a bidirectional
dual nesting scheme. The domain setting is shown in Figure 1, encompassing approximately two-thirds
of China. The nesting grid resolutions were 9 km and 3 km, respectively, and the internal domain met
the high-resolution requirements of the convection-allowing forecast model. The center was located at
35◦ N, 115◦ E, and the horizontal grid points were 367 × 268 in the outer domain (d01) and 292 × 256
in the nest (d02). The vertical direction was non-equidistantly divided into 42 levels at both domains.
Table 1 lists the Weather Research Forecasting (WRF) model’s basic physical parameterizations that
were shared by all ensemble members. The outer and inner domains used the same physical schemes,
except that cumulus parameterization was turned off in the inner domain.
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Table 1. Basic physical parameterization settings.

Physical Parameterization Outer Domain (d01) Inner Domain (d02)

Cumulus Grell-Freitas scheme None

Microphysics Morrison double-moment scheme
Longwave radiation Rapid Radiative Transfer Model scheme (RRTM)
Shortwave radiation Dudhia scheme

Planetary boundary layer Yonsei University scheme
Land surface Noah land surface model
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The experiment included the breeding and forecasting phase. In the breeding phase, the model
was operated from 1800 UTC, 28 July 2014 to 1800 UTC, 29 July 2014, only in the outer domain (d01)
with 35 IC perturbation members generated by the breeding growth modes (BGM) method with a
6-h breeding cycle. To obtain the IC perturbation, the root-mean-square error (RMSE) between the
forecast and analysis was calculated. Random numbers, which were distributed uniformly between 0
and 1, were added to this RMSE to obtain the initial perturbations. After one breeding cycle finished,
a Global Forecast System (GFS) analysis in the current moment was introduced as the background field
to rescale the perturbations by dynamic adjustments [11]. After the breeding finished, the ensemble
forecast with the IC perturbation members applied the bidirectional dual nesting scheme over the
whole domain (Figure 1). The forecast was initialized at 1800 UTC, 29 July 2014, and valid at 0000
UTC, 31 July 2014. The control forecast was initialized without perturbations.

The model was driven with the NCEP GFS 0.5◦ × 0.5◦ grid analysis data. They were used for both
the initial conditions at 1800 UTC, 28 July 2014, and the boundary conditions throughout. Notably,
the use of analyses for boundary conditions was to enable a more accurate forecast, and then for a
more thorough discussion of the improvements provided by the methods (Section 3) for precipitation
forecasts, especially for heavy rainfall. The China Hourly Merged Precipitation Analysis 0.1◦ × 0.1◦

grid data from the National Meteorological Information Center (NMIC) was used as the observed field
for comparison.

3. Methods

3.1. Probability Matched Mean (PMM) Method

As a traditional post-processing method for the results of ensemble forecasts, the ensemble
mean (EM) method can integrate the information of all the ensemble members. However, previous
studies [21,22] have shown that after simple averaging, the forecast values at heavy rainfall thresholds
are smoothed out. As a result, the EM method tends to eliminate heavy precipitation and indicates
relatively light rainfall. Therefore, the probability matched mean (PMM) method [23] was used to
synthesize the results of the ensemble forecast in this study. As an improved EM method, the PMM
takes into account the characteristics of rapid spatial-temporal changes in the convective-scale weather
system, synthesizes the grid-point forecast values of all the ensemble members, emphasizes the forecast
information at heavy rainfall thresholds, and also ensures the basic structure of the traditional EM
field [7,23–26]. The PMM precipitation forecasting field was generated as follows:

(1) The grid-point precipitation values of all the ensemble members (Nm) are sorted into a
monotonically decreasing order, named sequence 1.

(2) The forecast values are selected at every Nm interval from sequence 1 to obtain sequence 2,
of which the grid-point number is the same as the total number of grid points in the study area.
There are altogether Nm kinds of equal probability cases in sequence 2. The authors chose the ith
case randomly, where i = 1, 2, 3, ···, Nm.

(3) The forecast values in the EM field are ranked from highest to lowest to obtain sequence 3,
with the location of each value stored along with its rank.

(4) The largest precipitation value from sequence 2 is reassigned to the grid-point location of the
corresponding largest EM value from sequence 3, and so on, until the lowest value from sequence
2 is reassigned to the last location of the minimum EM value from sequence 3. Finally, the PMM
precipitation forecasting field is obtained. Here, sequence 3 plays a bridge role in providing the
location of each value for the PMM sequence.

3.2. NP Method with Temporal Factors

In general, ensemble forecasts provide probabilistic QPFs based on the precipitation information
for each grid point of all the ensemble members. In this original method, each grid-point value
is considered as independent, regardless of the continuity of the precipitation’s spatial-temporal
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distribution. Considering the high non-linearity of convective-scale weather systems and small-scale
spatial-temporal uncertainties produced by high-resolution forecast models, the interaction between
grid points cannot be neglected. Therefore, the NP method [15,27,28] is introduced to post-process
the ensemble forecast results, integrating all the precipitation values in the neighborhood range,
and producing a more reasonable distribution of the precipitation probability. Figure 2 shows the
schematic diagram used to obtain the precipitation probability produced by the NP method.
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Figure 2. A schematic diagram of the neighborhood probability (NP) method. Precipitation exceeds
the threshold in the shaded boxes and is marked as “1”, otherwise it is marked as “0” in white boxes,
and a radius of 2.5 times the grid length is specified.

First, let q denote an event threshold (e.g., q = 1.0 mm/h) and F(i, j) the deterministic forecast at
each grid point (i = 1 . . . m, j = 1 . . . n, where i represents the grid point of longitude and j represents
the grid point of latitude) for each ensemble member. Then, the binary probability (BP) of event
occurrence at the (i, j) grid point is simply:

BP(i,j) =

{
1, F(i, j) ≥ q
0, F(i, j) < q

(1)

The observed field O(i, j) is similar to Equation (1), which is true for all the deterministic forecast.
After creating binary fields (Figure 2), the BP values in the neighborhood range (e.g., r = 15 or

30 km) are averaged to obtain the NP field, as shown in Equation (2).

NP(i,j) =
1

Nπr2

k=N
πr2

∑
k=1

BP(i,j) (2)

Nπr2 represents the number of grid points contained in the radius of neighborhood (r). Figure 2 shows
that the neighborhood range consists of 21 boxes and has 9 shaded boxes that exceed the specified
threshold, so NP(i,j) = 42.86%, at the central grid box in this example. Therefore, the NP method can be
applied to produce the probability fields of every ensemble member, control forecast, and observed
precipitation, and to compare their results directly.

The current research studies on the neighborhood method mainly focus on the spatial
neighborhood, and less on the temporal neighborhood. However, it is equally crucial to predict the time
of heavy precipitation for catastrophic convective precipitation events. Therefore, the phenomenon
of forecast time ahead or lag should be taken into consideration. The study introduced the temporal
factor into the NP method, considered the temporal difference of precipitation, and produced more
reasonable probability forecast results. The proposed temporal neighborhoods were 3 h and 5 h
(taking the occurrence moment τ = t as an example, considering the moment τ = t± 1 and t± 2),
because a longer temporal neighborhood would obscure the research significance of short and heavy



Atmosphere 2018, 9, 43 6 of 19

precipitation in convective-scale weather systems. Then, the neighborhood probability of the grid
point (t, i, j) should be rewritten. Equation (2) becomes

NP(t,i,j) =
1

Nt × Nπr2

Nt

∑
q=1

N
πr2

∑
k=1

BP(τ,i,j) (3)

Here, Nt represents the number of considered times, and selects 1, 3, and 5 in Equation (3).
The remaining symbols are the same as Equation (2).

At the same time, the neighborhood ensemble probability (NEP), generated by averaging
the neighborhood probabilities of all the ensemble members, is one of the important indexes for
comprehensively examining the performance of the ensemble forecast system and NP method.

NEP(t,i,j) =
1

Nm

Nm

∑
s=1

NP(t,i,j) (4)

3.3. FSS with Temporal Factors

Roberts et al. [18] defined the FSS for the NP method. The forecast assessment of this score
included spatial-scale information, but not temporal-scale information. This paper introduced the
temporal-scale information into the formula for the score to produce an improved FSS, which can
simultaneously consider the spatial and temporal scales information.

Firstly, the neighborhood probabilities of each grid point in the forecast field NPF(t,i,j) and
observed field NPO(t,i,j) are calculated by the NP method at the radius of neighborhood (r) and
the time (t), and then the mean square error (MSE) of forecast and observed fields is defined as the
fractions Brier score (FBS) in Equation (5).

FBS =
1

m× n× Nt

m

∑
i=1

n

∑
j=1

Nt

∑
q=1

(NPF(τ,i,j) − NPO(t,i,j))
2 (5)

when the temporal neighborhoods are 1 h, 3 h, and 5 h, the corresponding forecast times are τ = t,
τ ∈ [t− 1, t + 1], and τ ∈ [t− 2, t + 2], respectively. However, the observed time remains τ = t for the
verification of the forecast performance considering temporal uncertainties.

Next, because FBS is a negative score index, the smaller the FBS value, the better the probabilistic
forecast technique. If the neighborhood probabilities of forecasted and observed fields do not overlap
spatially at any time, the MSE is maximized. Therefore, the effect of the probabilistic forecast is the
worst in Equation (6).

FBSworst =
1

m× n× Nt
(

m

∑
i=1

n

∑
j=1

Nt

∑
q=1

NP2
F(τ,i,j) +

m

∑
i=1

n

∑
j=1

Nt

∑
q=1

NP2
O(t,i,j)) (6)

Lastly, the FBS is converted to the FSS to eliminate the effect of no precipitation grid points in
Equation (7). The FSS ranges continuously between 0 and 1, and the probabilistic forecast technique is
optimal when the FSS = 1.

FSS = 1− FBS
FBSworst

(7)

4. The Deterministic Forecast Results

4.1. Domain Total Precipitation

Figure 3 shows the evolution of total hourly precipitation in the internal domain (d02) over
the forecast time. The first three hours represented the spin-up time of the model, therefore the
precipitation was less than observed. In terms of precipitation tendency, the ensemble forecast was in
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fairly good agreement with the observation and produced a rather good simulation regarding the peak
period of precipitation (13–17th h), with only a two hour delay in predicting the maximum precipitation.
The orange (EM) and red (PMM) lines completely overlapped, which meant that the EM and PMM
have an equal effect when considering the domain total precipitation. Overall, the precipitation of the
control forecast was heavier, and the EM and PMM methods produced the same total precipitation,
which were both closer to the observed value than the control forecast. The ensemble members could
reflect the precipitation intensity and were closer to the observed precipitation than the control forecast.
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orange, red, and green lines represent the observation (OBS), the ensemble mean (EM), the probability
matched mean (PMM), and the control forecast (CTL), respectively. The shaded portion indicates the
forecast range of all the ensemble members.

4.2. Grid Coverage

The evolution of grid coverages exceeding different rainfall thresholds over the forecast time is
depicted in Figure 4, which reflects the ability to forecast different levels of precipitation. When the
precipitation exceeded 1.0 mm/h (Figure 4a), the grid coverage produced by the PMM method was
closer to the observations in terms of both the sizes and trends of the values. However, the grid
coverages of the control forecast and EM method were higher than observed. When the precipitation
exceeded 5.0 mm/h (Figure 4b), the grid coverages of the EM and PMM methods were similar to
the observation values regarding both precipitation quantity and tendency, but the result for the
control forecast was still higher. When the rainfall thresholds were 10.0 mm/h and 16.0 mm/h
(Figure 4c,d), the grid coverages produced by the EM method were significantly reduced after the
rainfall enhancement (after the 13th h), and decreased with an increasing rainfall threshold. At the
level of rainstorms (q = 16.0 mm/h) the grid coverage produced by the EM method gradually became
zero in the precipitation period, suggesting that the traditional EM method had poor forecasting
capability for heavy rain. At the same time, the result for the control forecast was still higher, while the
PMM method was closer to the observations. In general, the grid coverages of the EM method were
better than those for the control forecast. The EM method had a better forecasting capability for the
middle level of precipitation. The PMM method had the closest forecast result to the actual observed
value at high magnitudes of precipitation. Therefore, in heavy precipitation cases, the PMM method
should be applied to process the ensemble members, thus the limitation of the traditional EM method
for predicting extreme precipitation could be remedied.
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5. The Probabilistic Forecast Results

5.1. The Results of Spatial Neighborhood

5.1.1. Distribution of Spatial Neighborhood Probability

To demonstrate the characteristics of the NP products, Figure 5a–g shows the NP distribution
at the time of the heaviest precipitation (14th h) under different neighborhood radii produced by the
NEP method, focusing on the 1.0 mm/h rainfall threshold. The observed precipitation distribution at
0800 UTC, 30 July (14th h), is correspondingly depicted in Figure 5h for comparison. It can be seen
from Figure 5h that the precipitation was an east to west zonal distribution and heavy precipitation
centers were located at the Suqian and Suzhou areas, indicating the basic situation of the squall line
process. Compared to the observed precipitation distribution, the NP distributions could give guiding
probabilistic forecast results. The NP distributions tended to be smoother as the neighborhood radius
increased, yet the probabilistic values tended to be smaller. The reason is that with the increase of the
neighborhood range, the region outside the convective precipitation may be taken into consideration.
Therefore, it is an issue worth exploring to determine the manner in which to select the neighborhood
radius of appropriate spatial scale in order to produce the most reasonable probabilistic forecast results.
When the neighborhood radius was under 45 km (Figure 5a–d), the probabilistic forecast produced
relatively accurate results for not only the probabilistic range of precipitation exceeding 1.0 mm/h,
but also the corresponding locations of high probability centers and two observed precipitation cells,
showing that the spatial scale of 45 km could synthesize the light rainfall information and provide an
indication for the occurrence of heavy precipitation. When the neighborhood radius exceeded 45 km
(Figure 5f,g), the probabilistic center could still give some guidance for the prediction of precipitation
events despite the small precipitation probability.
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5.1.2. FSS of Spatial Neighborhood

Due to the highly non-linear characteristics of convective-scale weather systems, there were
local spatial differences in the high-resolution convective-scale precipitation forecasts. Thus,
an objective verification method should be adopted to determine the extent to which the spatial
scale can characterize the spatial differences of convective-scale weather systems and their
convective precipitation.

Figure 6 depicts the evolution of FSS over different neighborhood radii in the strongest rainfall
(14th h). The figure shows that at all the rainfall thresholds, FSS values increased as the neighborhood
radius increased, then slowed down at the radius of 45 km, and almost remained the same, indicating
that the spatial scale of 45 km basically contained the local-scale information of such convective-scale
weather systems. However, a larger spatial scale resulted in an artificial reduction of spatial
resolution, and smoothed out some small-scale information, which was unable to meet the refinement
requirements of the high-resolution convective-allowing ensemble forecast. At the rainstorm level,
the FSS values reached their maximum at the neighborhood radius of 15–30 km (Figure 6d).

Furthermore, the FSS values tended to decrease with the increase of rainfall thresholds. When
q = 1.0 mm/h (Figure 6a), the FSS of the NEP and PMM methods reached the highest, and the FSS of
EM method was also obviously higher than that of the control forecast. When q = 5.0 mm/h (Figure 6b),
the FSS value of the EM method was significantly reduced, while the FSS of the NEP method was
still the highest. When q = 10.0 mm/h and q = 16.0 mm/h (Figure 6c,d), the FSSs of the PMM and
NEP methods were better than those of the control forecast. Noticeably, the FSS obtained by the EM
method was very small, notably, the score for heavy rainfall was almost zero in Figure 6d, indicating
that the traditional EM method had a poor capability for predicting extreme precipitation. Therefore,
the FSS verifications of the PMM and NEP methods were superior to that of the control forecast.
The EM method was better than the control forecast in the verification of light rainfall, but the worst at
predicting extreme precipitation. In addition, it was shown from the shaded portion that ensemble
members had a good predicting capability for precipitation. The forecast results of some members
should be taken into consideration when analyzing the results of ensemble forecasts.
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In particular, ensemble-mean neighborhood probability (EMNP) and neighborhood ensemble 
probability (NEP) differ only by the order of generation of the arithmetical averaging and the binary 
probability, whereas in Figure 6d, FSSs of NEP were much larger than those of EMNP. Regarding 
this phenomenon, a schematic diagram to generate EMNP and NEP was given to explain the possible 
causes of the phenomenon (Figure 7). 

 

Figure 7. The steps to generate ensemble-mean neighborhood probability (EMNP) and NEP. EMBP: 
binary probability EM field. 

Figure 6. The fractions skill score (FSS) of precipitation exceeding (a) 1.0, (b) 5.0, (c) 10.0, and (d) 16.0 mm/h
at the 14th h over the radius of neighborhood. The green line is the control forecast (CTL), the blue, orange,
and red lines represent neighborhood ensemble probability (NEP), EM, and PMM methods, respectively.
The shaded portion indicates the forecast range of all the ensemble members.

In particular, ensemble-mean neighborhood probability (EMNP) and neighborhood ensemble
probability (NEP) differ only by the order of generation of the arithmetical averaging and the binary
probability, whereas in Figure 6d, FSSs of NEP were much larger than those of EMNP. Regarding this
phenomenon, a schematic diagram to generate EMNP and NEP was given to explain the possible
causes of the phenomenon (Figure 7).
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The EMNP is first averaged by the forecasting fields of all the ensemble members to obtain the
EM field. Then, the EM field is calculated by Equation (1) to obtain the binary probability EM field
(EMBP) at different rainfall thresholds. Finally, the EMBP is smoothed by different neighborhood radii
to generate the EMNP. In the first step, the original precipitation information is simply averaged as
a whole without distinguishing rainfall thresholds, which reduces the forecasting value for heavy
precipitation. Therefore, the EMNP is generally small in heavy precipitation, which leads to a smaller
FSS value in Figure 6c,d, especially with the score of heavy rainfall being almost zero. However,
the NEP is first calculated by different rainfall thresholds to produce the binary probability fields of all
the ensemble members (BPs). Next, the BPs are smoothed by different neighborhood radii to generate
the NP of all the members (NPs). Lastly, the NPs are calculated by Equation (4) to get the NEP at
different rainfall thresholds. Because NEP takes into full account the original information in heavy
precipitation at the first step, the ensemble mean here is not as obvious as the smoothing effect of
EMNP in heavy rainfall. As a result, NEP is larger than EMNP at the heavy rainfall threshold, resulting
in much larger FSS values of the NEP method than those of the EM method.

However, the FSS values of the PMM method were similar to those of the NEP method in heavy
precipitation. It is because the PMM method not only synthesizes the precipitation forecast values of
all the ensemble members, but also highlights heavy rainfall information. Therefore, the PMM method
has a higher forecasting skill for heavy precipitation.

5.1.3. ROC Curves of Spatial Neighborhood

ROC curves are used to evaluate the results of probabilistic forecasts at a certain rainfall threshold,
reflecting the relationship between the probability of detection (POD) and the probability of false
detection (POFD). When the forecast results are verified by the corresponding observed results, they are
divided into four events in Table 2. The event of a hit is marked as a, the event of a false alarm is
marked as b, the event of a missing forecast is marked as c, and the event that does not occur and is
not forecast is marked as d. Then, the probability of detection (POD = a/(a + b)) and the probability
of false detection (POFD = b/(b + d)) are calculated for each probabilistic threshold (thresholds of
0 to 100%, at 5% intervals). The ROC curve is formed by plotting the POFD against the POD over
the range of probabilistic thresholds [15,20]. When the ROC curve is above the diagonal, it indicates
a positive forecasting technique. In contrast, when the curve is below the diagonal, it indicates no
forecasting skill.

Figure 8 shows the ROC curves exceeding 1.0 and 16.0 mm/h at the time of heaviest precipitation
(14th h). As shown in Figure 8a, all dashed lines (45 km) were above the solid lines (15 km) of the
corresponding color. The probabilistic forecast using the EM method performed the best in terms of
predicting light rainfall events, and probabilistic forecasting skills of the 45 km spatial neighborhood
were better than that of the 15 km neighborhood. For extreme precipitation (Figure 8b), the forecasting
skills of the PMM and NEP methods were superior to those of EM and control forecast, and the spatial
neighborhood of 15 km was more skillful than the 45 km spatial neighborhood. The results further
confirmed that for the precipitation at different thresholds, the neighborhood radius that matches their
spatial scales should be selected to generate a more reasonable probabilistic forecast.

Table 2. Standard 2 × 2 contingency table for dichotomous events.

Observed

Yes No

Forecast
Yes a b a + b
No c d c + d

a + c b + d
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0.7 are considered useful [29]. The ROC areas in Figure 9 clearly showed that for light rainfall, the 
polyline of the 45 km neighborhood was above the polyline of the 15 km neighborhood. While the 
result of heavy precipitation was the opposite, in that the polyline of the 15 km neighborhood was 
above the polyline of the 45 km neighborhood, indicating that the spatial neighborhood of 15 km was 
more skillful than the 45 km neighborhood. Using a ROC area of 0.7 as a threshold to determine 
forecast effect, all neighborhood probability results could produce useful forecasts. Meanwhile, the 
NEP results of different rainfall thresholds all had higher forecasting skills. 

 
Figure 9. The histogram superimposed polyline chart of the ROC areas from ROC curves in Figure 8. 
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Figure 8. Relative operating characteristic (ROC) diagrams of precipitation exceeding (a) 1.0 and
(b) 16.0 mm/h at the 14th h. The solid and dashed lines represent the spatial neighborhood radius of
15 km and 45 km, respectively, and the colors are the same as in Figure 6. POD: probability of detection;
POFD: probability of false detection.

The area under this curve is the ROC area, and forecasting systems with a ROC area greater
than 0.7 are considered useful [29]. The ROC areas in Figure 9 clearly showed that for light rainfall,
the polyline of the 45 km neighborhood was above the polyline of the 15 km neighborhood. While the
result of heavy precipitation was the opposite, in that the polyline of the 15 km neighborhood was
above the polyline of the 45 km neighborhood, indicating that the spatial neighborhood of 15 km was
more skillful than the 45 km neighborhood. Using a ROC area of 0.7 as a threshold to determine forecast
effect, all neighborhood probability results could produce useful forecasts. Meanwhile, the NEP results
of different rainfall thresholds all had higher forecasting skills.
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5.2. The Results of Temporal Neighborhood

5.2.1. FSS of Temporal Neighborhood Included

Figure 10 shows the FSS evolution of three temporal neighborhoods over the radius of
the neighborhood. It could be seen that the FSS evolution with respect to spatial scale was
basically consistent with the previous section. The focus of this section is the comparison of the
influences of different temporal neighborhoods to the FSS, and the discussion of the temporal
scales that can characterize the temporal differences of convective-scale weather systems and their
convective precipitation.

When q = 1.0 mm/h and q = 5.0 mm/h (Figure 10a,b), the FSS values increased with the increasing
temporal scale, suggesting that if we take temporal uncertainty out of consideration, the forecast
capability for light rainfall would be underestimated. When q = 10.0 mm/h (Figure 10c), the FSS
values of the EM method manifested as 3 h > 1 h > 5 h of temporal neighborhood, and the FSS of the
PMM method as 1 h > 3 h > 5 h (i.e., the FSS was increasing as the temporal scale decreased). As the
threshold increased to 16.0 mm/h (Figure 10d), compared to 10.0 mm/h, the temporal scale at 1 h
was far larger than that of 3 h and 5 h by the PMM method (i.e., the FSS was increasing faster as the
temporal scale decreased). The FSSs of the NEP method and control forecast were also increasing as
the temporal scale decreased.
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Figure 10. Three temporal-neighborhood FSSs of precipitation exceeding (a) 1.0, (b) 5.0, (c) 10.0,
and (d) 16.0 mm/h at the 14th h over the radius of neighborhood. The solid, long dashed, and short
dashed lines represent 1 h, 3 h, and 5 h temporal neighborhoods, respectively, and the colors are the
same as in Figure 6.

Therefore, for the light rainfall forecast, the larger the temporal scale, the larger the FSS value.
With the increase of rainfall threshold, the FSS value of the 3 h temporal scale was larger than that of
1 h and 5 h. With a further increase of the rainfall threshold, the smaller the temporal scale, the larger
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the FSS value. This was because the 5 h temporal scale contained the uncertainty of light rainfall in
convective-scale precipitation events. As the rainfall threshold increased, the temporal distribution of
precipitation was also more concentrated, thus the corresponding temporal scale decreased as well.
When the precipitation reached rainstorm level, a smaller temporal scale could reduce the temporal
difference of precipitation so as to produce a better forecast effect. In this study, the minimum temporal
scale was 1 h, reaching the largest FSS value in heavy rainfall. If the temporal resolution could increase
to the minute level, a smaller temporal scale would be obtained and thus a larger FSS value would be
obtained for the rainstorm.

5.2.2. Distribution of Temporal Neighborhood Probability

Selecting the representative combinations of 45 km and 1.0 mm/h and 15 km and 16.0 mm/h,
the distributions of temporal neighborhood probability obtained by the PMM method, which had the
most prominent changes of FSS in the different temporal neighborhoods, were taken as an example
to reveal the influence of different temporal scales on probabilistic forecast results by comparing the
observed and neighborhood probabilistic precipitation. The comparison of the heaviest rainfall (14th h)
is shown in Figure 11.

Atmosphere 2018, 9, 43 14 of 20 

 

the FSS value. This was because the 5 h temporal scale contained the uncertainty of light rainfall in 
convective-scale precipitation events. As the rainfall threshold increased, the temporal distribution 
of precipitation was also more concentrated, thus the corresponding temporal scale decreased as well. 
When the precipitation reached rainstorm level, a smaller temporal scale could reduce the temporal 
difference of precipitation so as to produce a better forecast effect. In this study, the minimum 
temporal scale was 1 h, reaching the largest FSS value in heavy rainfall. If the temporal resolution 
could increase to the minute level, a smaller temporal scale would be obtained and thus a larger FSS 
value would be obtained for the rainstorm. 

5.2.2. Distribution of Temporal Neighborhood Probability 

Selecting the representative combinations of 45 km and 1.0 mm/h and 15 km and 16.0 mm/h, the 
distributions of temporal neighborhood probability obtained by the PMM method, which had the 
most prominent changes of FSS in the different temporal neighborhoods, were taken as an example 
to reveal the influence of different temporal scales on probabilistic forecast results by comparing the 
observed and neighborhood probabilistic precipitation. The comparison of the heaviest rainfall (14th 
hour) is shown in Figure 11. 

 
Figure 11. The NP distribution of three temporal neighborhoods and observation at the 14th hour. 
Panels (a–d) represent 1 h, 3 h, 5 h temporal neighborhood and observation using a radius of 45 km 
and exceeding 1.0 mm/h, respectively, and panels (e–h) represent using a radius of 15 km and 
exceeding 16.0 mm/h, respectively. 

With a 1.0 mm/h rainfall threshold and 45 km spatial scale, the NP distributions were basically 
in line with the observations (Figure 11a–d). In contrast, the distribution patterns of 5 h and 3 h 
temporal scales were closer to the observations than those of 1 h. When the rainfall threshold was 
16.0 mm/h and the neighborhood radius was 15 km (Figure 11e–h), which is classed as a rainstorm, 
it could be seen that the smaller the temporal scale was, the closer the probabilistic distribution and 
value were to the observation. This was in agreement with the analysis in Section 5.2.1. The 
conclusion was also applicable to other times. Of course, when the location of forecasting 
precipitation systems matches that of the observed field, the improved NP method may produce 
better forecast results. However, when they do not match, the improved NP method may not be very 
helpful. 

5.2.3. ROC Curves of Temporal Neighborhood 

The ROC curves included in three temporal neighborhoods are shown in Figure 12. For the light 
rainfall, the probabilistic forecasting skill of 3 h and 5 h temporal neighborhoods were better than 

Figure 11. The NP distribution of three temporal neighborhoods and observation at the 14th h. Panels
(a–d) represent 1 h, 3 h, 5 h temporal neighborhood and observation using a radius of 45 km and
exceeding 1.0 mm/h, respectively, and panels (e–h) represent using a radius of 15 km and exceeding
16.0 mm/h, respectively.

With a 1.0 mm/h rainfall threshold and 45 km spatial scale, the NP distributions were basically in
line with the observations (Figure 11a–d). In contrast, the distribution patterns of 5 h and 3 h temporal
scales were closer to the observations than those of 1 h. When the rainfall threshold was 16.0 mm/h
and the neighborhood radius was 15 km (Figure 11e–h), which is classed as a rainstorm, it could be
seen that the smaller the temporal scale was, the closer the probabilistic distribution and value were to
the observation. This was in agreement with the analysis in Section 5.2.1. The conclusion was also
applicable to other times. Of course, when the location of forecasting precipitation systems matches
that of the observed field, the improved NP method may produce better forecast results. However,
when they do not match, the improved NP method may not be very helpful.

5.2.3. ROC Curves of Temporal Neighborhood

The ROC curves included in three temporal neighborhoods are shown in Figure 12. For the light
rainfall, the probabilistic forecasting skill of 3 h and 5 h temporal neighborhoods were better than that
of 1 h, and the forecasting skill of the 45 km spatial scale was better than the 15 km forecasting skill
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of all the temporal scales, as shown in Figure 12a. For heavy rainfall, the forecasting skill of the two
spatial scales both increased with decreasing temporal scales, as seen in Figure 12b. This indicated that
spatial neighborhood was more significant in light precipitation events, while temporal neighborhood
was more influential in heavy rainfall events due to their short-lived nature.
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Figure 12. ROC diagrams of precipitation exceeding (a) 1.0 and (b) 16.0 mm/h at the 14th h. The solid
and dashed lines represent the 15 km and 45 km neighborhood radii, respectively, and the blue, red,
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Figure 13 shows the ROC areas from the curves in Figure 12, more intuitively showing that
the forecasting skills of light rainfall increased with the increasing temporal scale, and the skills of
heavy rainfall increased with the decrease of temporal scale. However, the use of the 5-h temporal
scale, where the ROC areas were less than 0.7, could not produce useful forecast for heavy rainfall.
This further indicated that temporal neighborhood was more sensitive to heavy precipitation events.
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5.3. Comprehensive FSS of Spatial-Temporal Scales

The above two sections have considered the influence of spatial and temporal differences
respectively on high-resolution convective-scale precipitation. In this section, the temporal scale
is introduced into a threshold-scale diagram of FSS to explore the overall forecast effects of
spatial-temporal neighborhoods. Figure 14 shows this threshold-scale diagram with temporal scales
using FSSs of the NEP method at the 14th h. The conclusion could be drawn more directly that the FSS
varied with rainfall thresholds, and spatial and temporal scales, respectively. Meanwhile, the spatial
scale of 15–30 km neighborhood radius resulted in the highest FSS score when q = 16.0 mm/h and the
temporal scale was 1 hour, which is consistent with the result of the spatial-neighborhood analysis
in Section 5.2.
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Further analysis could prove the existence of FSS constant lines (typical ones were lined out in
Figure 14) with an approximate slope of 15–30 km/4 h in the spatial-temporal planes. These constant
lines illustrate that the FSS values of smaller spatial scales and larger temporal scales were almost
equal to those of larger spatial scales and smaller temporal scales. For example, FSSs of 90 km and 1 h
and 60 km and 5 h, 75 km and 1 h and 45 km and 5 h, 60 km and 1 h and 30 km and 5 h, 30 km and 1 h
and 15 km and 5 h, were similar. This fact suggested that the two neighborhood factors of spatial and
temporal scales were interrelated for the precipitation forecast effects. For forecasters, selecting the
combination of spatial and temporal resolution at the constant line is helpful. For example, for light
rainfall events, forecasters can choose the 45 km and 3–5 h combination. For heavy precipitation, they
can choose 15–30 km and 1 h combinations. We will try to increase the temporal and spatial resolution
in order to provide more accurate and concrete combinations for forecasters.

In the case of light rainfall, FSS constant lines were concentrated at a larger spatial-scale area
with a slope of approximately 30 km/4 h. As the rainfall threshold increased, the constant lines also
showed up in a smaller spatial-scale area with a slope of 15–30 km/4 h. However, when the rainfall
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threshold was increased to rainstorm level, the constant lines did not exist. This was because the
temporal neighborhood considered for heavy precipitation was relatively smaller, yet the constant
lines may correspond to a smaller temporal scale as well. This indicated that there was an intrinsic
relationship between the rainfall intensity, spatial scale, and temporal scale. That is, the slope of FSS
constant lines under different rainfall thresholds may be affected by the inherent spatial-temporal
scales of convective-scale weather systems.

6. Discussion and Conclusions

This study conducted a convection-allowing ensemble forecast experiment combined with a
strong squall line process, using the PMM method to focus on extreme precipitation. The temporal
dimension was introduced into the NP method, and the probabilistic forecast field was produced
by the improved NP method. The forecast results were assessed by FSS and ROC curves analysis of
different spatial-temporal neighborhoods to confirm the appropriate spatial and temporal scales of
optimized high-resolution convective precipitation forecasts. The conclusions are as follows:

(1) Whether in the deterministic forecast, probabilistic forecast, or verification, the forecasting
accuracy of ensemble forecast is basically higher than that of control forecast, which could improve
forecasting skills.

(2) The NEP method, based on all ensemble members, could consider the precipitation information
in a comprehensive and reasonable way, discriminatively processing the original data according to
different rainfall thresholds. The PMM method focused on the information of heavy precipitation,
which made the FSS and ROC curves of the NEP and PMM methods higher than those of the EM
method in extreme precipitation events. The limitation of the EM method in extreme precipitation was
remedied by the other two methods.

(3) The spatial scale with a neighborhood radius of 15 to 45 km could effectively rectify the
precipitation error, which is a visual representation of spatial uncertainty. The neighborhood radius
of 15–30 km produced more accurate probabilistic forecast results for heavy precipitation events at a
smaller spatial scale. For light rainfall, the forecast effect became better as the temporal scale grew.
For heavy rainfall, the forecast capability was improved as the temporal scale decreased. There was a
corresponding relationship between temporal scale and rainfall intensity, so the temporal uncertainty
of different levels of precipitation could be captured by different temporal scales, and a better forecast
was thus produced.

(4) The spatial neighborhood is more significant in light precipitation events, while the temporal
neighborhood is more influential for heavy precipitation events due to the short-lived nature of heavy
rainfall events. In the threshold-scale diagram there exists FSS constant lines. These suggest that
the influences of spatial and temporal scales on the precipitation forecast effect were interdependent,
and could possibly be affected by the intrinsic spatial-temporal scale of convective-scale weather systems.

(5) The improved NP method could reflect the spatial and temporal uncertainties of
convective-scale precipitation forecasts by high-resolution model synchronically, providing results
that match different levels of precipitation. The findings were highly instructive for improving the
skill of convective-scale precipitation forecasts.

The introduction of the temporal dimension into the concept of neighborhood enabled a
comprehensive assessment of convective-scale precipitation forecasts at spatial and temporal scales.
However, this study only conducted a preliminary investigation of one case. In our future work,
experiments combined with more cases will be conducted in order to test the applicability of the
improved NP method to arrive at a more general conclusion.
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