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Abstract:



Local scour occurs around hydraulic structures such as piers, bed protections, and dikes. In this study, the turbulent flow around a scour hole downstream of a fixed bed protection was investigated. Numerical modeling with OpenFOAM was applied to compute the flow velocity and turbulent kinetic energy with respect to flow conditions by changing water depth. A proper computational grid size and time step for simulations are suggested. Three typical turbulent models, [image: ], [image: ], and [image: ], were considered for simulating the flow around a scour hole. The performances of the three models were evaluated by comparing them with numerical and laboratory experimental results. Mean flow velocity profiles computed by the three turbulent schemes are generally in good agreement with laboratory measurements. However, [image: ] has a limitation in simulating reversal flow in the scour hole, and the [image: ] model does not predict turbulent kinetic energy well near the bottom. Thus, this study found that the most suitable turbulent model for simulating flow around a scour hole downstream of a fixed bed protection is the [image: ] model.
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1. Introduction


Local scour occurs around hydraulic structures such as bridge piers, abutments, or bed protections and is considered as one of the most common causes of hydraulic structure failures [1,2]. It leads to unsafe conditions that require significant maintenance efforts at those positions. Therefore, studying scour development and its flow properties is of great importance to riverbed protection and has received attention from both academic researchers and engineers.



Normally, physical experiments are carried out to investigate a scour structure [3,4]. However, this method is both time- and cost-intensive, especially for large-scale experiments, for studying the involved parameters [5]. Therefore, numerical modeling has recently been widely applied because of its advantages in minimizing scaling effects and facilities [6,7]. This popular method also benefits from accurate results from advanced capabilities of modern computers. However, the flows in nature are commonly under high Reynolds numbers and fully turbulent conditions that still cause difficulties for modeling. In particular, accurate calculations of the flow separation in the scour region require significant effort.



In most numerical models, Navier–Stokes equations are solved to capture the dynamics of the fluid, and the direct numerical simulation (DNS) is considered the most accurate [8] for modeling the turbulence characteristics of the flows. However, this method is very computationally demanding because it resolves the smallest scales of flow that is presented, and difficult to simulate for large applications. Therefore, the Reynolds-averaged Navier–Stokes (RANS) formulation is typically chosen because it solves mean velocity profiles and effects of the temporal velocity fluctuation. This is because of its capacity of decomposing the velocity into mean and the fluctuation components. This approach helps to save computational cost by not resolving the smallest turbulent scales.



The RANS approach in numerical calculations, such as OpenFOAM (The OpenFOAM Foundation Ltd., London, United Kingdom) Toolbox, supports various schemes to investigate the turbulence, and the most common models are [image: ], [image: ], and [image: ] [9,10]. However, these schemes were developed based on particular techniques, suitable for each special case. They need to be investigated before applying the models to have accurate results. Therefore, the objective of this study is to evaluate the performance of those RANS turbulence models for fully developed incompressible turbulent flows around scour holes in an open channel. Because it is very difficult to simulate turbulent flows in an open channel with a scour hole as the reverse flow occurs in the scoured region, numerical schemes and initial and boundary conditions need to be properly set.



The present study was conducted for an incompressible steady stage open channel flow with a scour hole developing on a movable sand bed channel downstream of a fixed bed; moreover, this setting is characteristic of hydraulic structures such as bed protection. It should be noted that the roughness of the bed changes significantly upstream and downstream of the bed protection. Concrete bed protection is commonly constructed on an alluvial stream and the scour occurs on the initial erodible bed downstream of the protection. For the upstream part, concrete protection is much smoother than for the downstream part, where the initial bed comes in contact with sediments. The abrupt change in the roughness of the bed makes the flow more complicated; therefore, proper numerical methods should be applied to simulate the turbulent characteristics.



The bed profile and other flow conditions were imported from our physical experiment [11]. Various turbulence schemes were applied to compare the accuracy of the selected mathematical models’ capability of simulating the turbulent flow. The numerical results of flow streamline, velocity distribution, and turbulent kinetic energy profile were compared to the experimental data to suggest the best method of numerical estimations.




2. Methodology


2.1. Laboratory Experiment


To investigate the hydraulic characteristics of a scour hole developed in a sand bed channel, we conducted a laboratory experiment with the setting as plotted in Figure 1. The physical study included a 12.5 m long and 0.6 m wide channel that runs water between two parallel vertical glass walls. Water was pumped into the channel with a maintained volumetric flow rate (Q) of 0.035 m3/s, and the water depth was adjusted by controlling a tail gate at the end of the channel. Two experimental cases were studied, and the conditions are as shown in Table 1.


Figure 1. Laboratory experiment setup sketch (left) and real picture (right) [11].



[image: Water 10 00103 g001]






Table 1. Physical experiment set up.







	
Case

	
Q (m3/s)

	
h (m)

	
u (m/s)

	
d50 (m)

	
Re






	
Exp1

	
0.035

	
0.144

	
0.405

	
0.0012

	
58,300




	
Exp2

	
0.12

	
0.486

	
58,300










In this table, h is the water height (m), d50 is the mean particle size by weight (mm), and u is the inlet velocity of the flow (m/s), which is calculated by


[image: ]



(1)




where A (m2) is the area of the inlet boundary.



The Reynolds number is calculated by


[image: ]



(2)




where [image: ] is the kinematic viscosity of water (m2/s); the reference length D (m) for this calculation is the water height at the inlet (h).



The channel bed was divided into two parts: the upstream one was a 4.5 m long fixed bed made of acrylic to produce a smooth condition; the downstream one was an 8 m long movable bed filled up with very coarse sand, and the mean particle size by weight (d50) was set to 1.2 mm to ensure the development of scour. The bed roughness was zero at the upstream part while the roughness at the downstream part was set to be equivalent to the median size of 1.2 mm. This laboratory experiment was carried out until a stable stage, at which there was no further increase in the scour hole was reached. The experiments took up to 12 days to perform. At the equilibrium stage, we used an acoustic Doppler velocimeter (ADV) system to measure the bed and velocity profiles.



In the ADV system, the measurement of three-dimensional flow velocity and bed elevation was conducted with a down-looking Vectrino (Nortek AS, Vangkroken, Norway). The vertical alignment of the sensor was controlled by an auto-traverse system mounted on a moving carriage and carried manually. The two-axis auto-traverse system can be controlled with a digital panel, which is connected to a personal computer. Additionally, the auto-traverse has the riveting plate for the positioning measuring apparatus. This system can capture the data at points 2 mm above the channel bottom. All data were measured for over 30 s, generally longer in the scour hole, at 50 Hz. The time-averaged flow velocities and turbulence properties in three dimensions were calculated with an ensemble averaging method using an integral time scale and autocorrelation function in time.




2.2. Numerical Investigation


This study focused on numerical modeling methods of estimating turbulent characteristics around a scour hole. We applied three different turbulence schemes, [image: ], [image: ], and [image: ], to determine the most appropriate one for simulating the complex flows around the scour. Our methods from both the physical and numerical models will help engineers to select an appropriate or suitable numerical turbulent modeling scheme around the hole.



2.2.1. Governing Equations


The open computational fluid dynamics library, OpenFOAM, was employed to perform the numerical modeling task. OpenFOAM is open-source software utilizing a finite volume method to solve the governing equations. As mentioned, the model is based on the Reynolds-averaged Navier–Stokes equation and solves the governing equations in the ensemble-averaged form. The equations for incompressible flow have been previously discussed in many studies such as [7,12,13].



The continuity equation is given by
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(3)




and its Reynolds-average Navier–Stokes equation is


[image: ]



(4)




where u, U, and [image: ] are the instantaneous velocity, mean velocity, and fluctuating velocity, respectively; t represents time; [image: ] and P denote density and pressure, respectively; [image: ] is the molecular viscosity; [image: ] is the mean strain-rate tensor.




2.2.2. Turbulence Modeling


In OpenFOAM library, the RANS turbulence models are based on the concept of the eddy viscosity ([image: ]) introduced by Boussinesq in 1887 [14]. This method relates the Reynolds stress to the mean properties of the flow by using the eddy viscosity.



The RANS standard k-ε model is the simplest and one of the most common turbulence models. It is a two-equation model that includes two extra transport equations to represent the turbulent properties of the flow: the turbulent kinetic energy (k) and the turbulent energy dissipation ([image: ]). The former and the latter variables determine the energy and the scale of the turbulence, respectively. The transport equations for these two variables were first introduced in [15] and are presented as


[image: ]



(5)
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where Gk and Gb are, respectively, the generation of turbulent kinetic energy due to the mean velocity gradient and buoyancy; Sk and [image: ] are the moduli of the mean rate-of-strain tensors of k and [image: ], respectively. Finally, [image: ] and [image: ] are the diffusion rates for k and [image: ], respectively, and are derived from the turbulent mixing length [16].



Additionally, the dynamic turbulent viscosity in this model is defined as


[image: ]



(7)




where [image: ], [image: ], [image: ], and [image: ] are experimental constants proposed as in Table 2, which are only applicable to high-Reynolds-number flows [17].



Table 2. Experimental constants for the [image: ] model [17].







	
[image: ]

	
[image: ]

	
[image: ]

	
[image: ]

	
[image: ]

	
[image: ]






	
1.44

	
1.92

	
−0.33

	
0.09

	
1.0

	
1.3










Because the standard [image: ] model is a high-Reynolds-number model, it has a limitation in solving flows close to the wall where the Reynolds number is low because of the small velocity profiles in this region. In the [image: ] model, the closest mesh point to the wall is located at the turbulent boundary layer, and modeling of the viscous sublayer and buffer layer is avoided. Therefore, in this study, the wall function was applied to enhance the computing accuracy near the wall. This function is required to model the influence of the grain roughness to the flow. Additionally, to ensure consistency in the research, we enabled this wall function for both the [image: ] and [image: ] case studies.



The RANS [image: ] model is also a two-equation model developed by Wilcox in 1993 [18] that uses a similar approach and has the same definition of k in the [image: ] model. However, instead of using turbulent energy dissipation ε, this model uses the rate of dissipation of energy per unit volume and time, the so-called specific dissipation rate ω. In contrast to the [image: ] model, the [image: ] model can be used in the regions close to the wall where turbulence is very low and k tends to be zero [12].



In this model, the turbulent viscosity is computed by


[image: ]



(8)







The modeled transport equations for k and ω in this model are


[image: ]



(9)
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Here, [image: ] is the generation of specific dissipation rate due to the mean velocity gradient, and [image: ] is the modulus of the mean rate-of-strain tensors of ω. The constants were chosen as [image: ] [19].



The RANS [image: ] (shear–stress transport) model is a two-equation turbulence model developed by Menter in 1994 [20] based on the previous two models. Basically, the [image: ] model is similar to the standard [image: ] model although the former includes several improvements and other constant variables. This method effectively blends the accurate formulation of the [image: ] model in the near-wall region with the free-stream independence of the [image: ] model in the far-field region, away from the wall. This blending function allows switching the turbulence schemes between near-wall and far-field regions, thus reducing the computational requirement [9,10].



The transport equation for turbulent kinetic energy k in this model is the same as that for the basic [image: ] model mentioned before, while the equation for ω can be written as


[image: ]



(11)







In this equation, [image: ] represents the cross-diffusion term, which is an addition to the standard [image: ] model.




2.2.3. Numerical Setup


The domain scale of the numerical modeling was the same as the physical experiments in two dimensions. The physical one was conducted in a 0.6 m wide channel, while the numerical one was considered as a two-dimensional flow, in both horizontal and vertical directions, because the physical model was symmetrical along the centerline of the channel. The bed profiles were imported from the physical experimental results at the equilibrium stage. Because the boundary conditions and computation mesh are important for the numerical modeling, and have a strong impact on the output, they should be selected properly, as presented in Figure 2. The flow was set up as velocity inlet and pressure outlet at the upstream and downstream boundaries, respectively. The upper boundary, which is the atmosphere in the physical experiment, was set as a symmetry condition. The bottom of the channel was divided into two parts, a smooth wall and a rough wall with respect to the acrylic and sand beds in the physical experiment. The “wall” boundary condition allowed the application of the wall function and a specified roughness as well. The value for roughness was set to zero for the smooth wall, and an equivalent value of d50 = 1.2 mm sand particle for the rough wall.


Figure 2. Schematic model setup and mesh grid (not to scale).
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The mesh was gradually refined toward the bottom to enhance the accuracy near the walls, as shown in Figure 2. The grid size in the scour region was also meshed smaller than other areas to have better results where the flow is complicated. Errors from the discretization were avoided by selecting an optimal combination of grid and time step. A grid size and time step convergence study was conducted for selecting the appropriate parameters. In this study, the basic [image: ] model was used. Three grid sizes (accounting for the cell closest to the wall) of [image: ] 1 mm, 1.5 mm, and 3 mm and three time steps of [image: ] s, [image: ] s, and [image: ] s were compared, as shown in Figure 3. The horizontal velocities ux were recorded 4.5 m downstream.


Figure 3. Grid size and time step convergence.



[image: Water 10 00103 g003]






Comparison indicates that a square grid of minimum Δz = 1.5 mm (near the wall) and maximum 10 mm (close to the atmosphere) and a time step of Δt = [image: ] s are small enough to obtain results within 0.1% of the higher resolution cases. Simulations ran for 120 s, which proved to be enough for the simulated results to reach the stabilized state. The initial condition values for the model parameters were calculated and set as presented in Table 3.



Table 3. Initial model parameters.







	
Case

	
Turbulence Model

	
Inlet Flow Vel. (m/s)

	
K (10−2 m2/s2)

	
[image: ] (10−9 m2/s3)

	
[image: ] (1/s)

	
[image: ] (s)

	
[image: ] (mm)




	
Min

	
Max






	
[image: ]

	
[image: ]

	
0.405

	
1.22

	
3.89

	

	
10−4

	
1.5

	
10




	
[image: ]

	
0.486

	
1.7

	
10.7

	




	
[image: ]

	
[image: ]

	
0.405

	
1.22

	

	
4.792




	
[image: ]

	
0.486

	
1.7

	

	
5.67




	
SST1

	
[image: ]

	
0.405

	
1.22

	

	
4.792




	
SST2

	
0.486

	
1.7

	

	
5.67













3. Results and Discussion


The numerical results of the streamline, flow axial velocity, and turbulence kinetic energy were compared to the laboratory experimental measurements to investigate the performance of the three turbulent modeling schemes in a scour hole.



3.1. Streamline


Both cases of the physical experimental results show flow separation in the scour hole as shown in Figure 4. This phenomenon is of significant importance in moving or transporting the sediment particles from the bed. It also helps the development of the scour hole. As can be seen here, a backflow exists close to the bed in a region called the deceleration zone [21]. Referring to Figure 4, the size of flow circulation x/h, a dimensionless number of real distance x divided by initial water height h, reaches to x/h = 6.86 for Case Exp1 (slower flow) and x/h = 6.67 for Case Exp2 (faster flow).


Figure 4. Numerical flow streamline of different turbulence models along with the experimental data for Case Exp1 (left) and Case Exp2 (right). The red lines represent the channel bed.
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Among the three turbulence schemes, the [image: ] model seems to be the closest to the experimental data for both Exp1 and Exp2. This model produces circulation flow right downstream of the transition point (at x/h = 0), where the roughness of the bed changes abruptly. This result shows good agreement with the experimental data. The axial lengths of the flow circulation in this model are approximately at x/h = 6.79 and 6.25 for Cases SST1 and SST2, respectively, and fit quite well with Exp1 and Exp2.



The standard [image: ] model, as can be seen in Figure 4, fails in predicting the occurrence of this flow separation. The result from [image: ] does not show the circulation except for the smooth straight streamlines near the transition point. However, the standard [image: ] successfully shows the presence of backflow in the scour hole. This result is not surprising because the [image: ] model is more suitable for modeling the high-turbulence flows in this area than the [image: ] model. However, the [image: ] model over-predicts the size of the circulation. The maximum horizontal lengths of separation flows in Cases kε1 and kε2 are located x/h = 9.38 and 7.95 downstream, which are, respectively, 1.2 and 1.4 times greater than the experimental results.




3.2. Velocity Profile


Along with the results of the streamline, which show the flow motion, the velocity profile is also an important result for analyzing the flow characteristics. The streamline plots are normally not accurate enough to distinguish the flow separation zone [22], and a velocity profile is usually needed to obtain the exact ending position of the backward velocity vectors. The numerical and experimental longitudinal velocities ux of the flow along the channel are shown together in Figure 5.


Figure 5. Velocity profiles along the channel with respect to turbulence models along with the experimental data for Case Exp1 (above) and Case Exp2 (below).
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The velocity profile of the [image: ] model clearly shows the absence of backward velocity vectors or minus velocity values as plotted for both flow conditions (see Figure 5). This result explains why the [image: ] model does not predict a circular form in the scour region, as can be seen in Figure 4. The [image: ] model can perform well for velocity profiles before the transition point as well as at the far downstream part after x/h = 10.4 in Case [image: ]1 or x/h = 8.3 in Case [image: ]2, as shown in Figure 4. However, the profile right at x/h = 0 shows a slight difference close to the wall. While other models produce a logarithmic curve in the velocity at the intersection between near-wall and far-wall regions, the [image: ] model is not accurate because it has a much stronger bed strain there. This may be due to the sudden change of bed roughness at this point, therefore the [image: ] model seems to have a limitation in simulating flows around an abrupt roughness change. This can be seen in Figure 6, which shows the wall shear stress results of the three turbulence schemes. As can be seen from the figure, after the transition point (x = 0 m), where the bed roughness increases abruptly, both the [image: ] and [image: ] models gave reasonable results of increasing wall shear stress. However, the [image: ] model shows a decrease in this parameter. This small shear stress could not produce the circulation flow in the scour hole of this simulation. Moreover, the [image: ] model gives significantly inaccurate results for both the magnitude of the values as well as the trend of the velocity profile in the scour hole. In this study, the [image: ] model over-predicts the flow velocity inside the scour hole and under-predicts it in the upper water layer, with a maximum root mean square error (RMSE) reaching up to 0.137, as shown in Table 4.


Figure 6. The wall shear stresses of three models.
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Table 4. Accuracy of modeling by root mean square error (RMSE in m/s).







	
Physical Case

	
Case Exp1

	
Case Exp2






	
Numerical case

	
[image: ]1

	
[image: ]1

	
SST1

	
[image: ]2

	
[image: ]2

	
SST2




	
RMSE

	
0.0561

	
0.0560

	
0.0407

	
0.0431

	
0.0448

	
0.0413










Here, the RMSE is calculated by:


[image: ]



(12)




where unume. is the velocity results from numerical modeling, and uexp. is the integrated velocity data from experiments, which is used as the reference signal.



The standard [image: ] model is slightly better than the [image: ] model; however, the data for the former are no better than the latter in comparison with experimental data. The performance of the standard [image: ] model is also very good upstream of the transition point, though it needs to flow further downstream than the [image: ] model for it to obtain results similar to those obtained using the experimental data (x/h = 13.9 and 11.7 for Cases kε1 and kε2, respectively). For the upstream parts of these x/h distances, the [image: ] turbulence model over-predicts the backflow, which is represented as a negative velocity, near the wall and under-predicts inside the scour hole. The overall mean error, compared to the experimental data, lies between 0.043 and 0.056.



The velocity profiles from the [image: ] model are the best in both study cases. However, some deviation can still be found at some points such as at z > 0 at x/h = 7.1 or 10.4 for Case SST1. Additionally, in the scour regions of x/h = 2.1 for Case SST1 or x/h = 1.7 for Case SST2, this model seems to under-predict the flow velocity, with an RMSE approximately between 4 and 5%. Furthermore, the overall mean difference of the numerical result, compared to the experimental data of the [image: ] model, is between 0.0407 and 0.0413, while the overall mean difference of the numerical result for the [image: ] and [image: ] models is between 0.0431 and 0.0561 and between 0.0448 and 0.0560, respectively (see Table 4).




3.3. Turbulent Kinetic Energy


A flow running through a rough bed, especially with sudden roughness changes as in our study, induces turbulence, which results in resistance to the flow. The turbulent kinetic energy (k), defined by the mean kinetic energy associated with these turbulences in the flow, can be used to analyze the turbulence property of the flow. Normally, the cross-sectional plots of k are useful for showing the location and intensity of flow turbulence. The experimental and numerical results are shown together in Figure 7.


Figure 7. Turbulence kinetic energy along the channel with respect to turbulence models along with the experimental data for Case Exp1 (above) and Case Exp2 (below).
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The turbulent kinetic energy plots show the existence of a relatively high-turbulence region located right downstream of the flow separation zone for both flow conditions. The value of k increases dramatically in the scour holes compared to other regions. As flow goes downstream from this part, the turbulence energy decreases and eventually reaches a constant value, which is similar to the turbulent kinetic energy upstream of the transition point.



However, the standard [image: ] model shows the least accurate results in calculating k near the wall. The turbulent kinetic energy is almost zero close to the wall for the [image: ] and [image: ] models, while it is extremely high for the [image: ] model. This result of k clearly shows the weakness of the [image: ] model; i.e., it is not suitable for modeling flows near the wall. Theoretically, the [image: ] turbulence model is a high-Reynolds-number model that is only able to solve the turbulent region of the flow. The cell adjacent to the wall is placed in the turbulent region; therefore, the modeling of the viscous sublayer and buffer layer should be avoided. As mentioned before, to overcome this, “wall functions” are required to model the influence of the grain roughness to the flow. Furthermore, the application of a wall function in this study does not seem to suffice to help the [image: ] model to obtain the desired accurate result.



However, the results of the turbulent kinetic energy from the [image: ] and [image: ] models also do not fit accurately with the experimental data, even though they are designed to solve the flow under a low Reynolds number and a combined low and high Reynolds number, respectively. Overall, the [image: ] model underestimates k by an RMSE value between 0.0037 and 0.004, while the [image: ] model overestimates k by an RMSE value between 0.0031 and 0.0045. Moreover, the data of the [image: ] model on the scour hole for Case [image: ]1 fail in magnitude; in addition, they cannot provide reasonable k profiles. However, both [image: ] and [image: ] achieve a better k near the wall than the [image: ] model.





4. Summary and Conclusions


This study focused on numerical schemes appropriate for modeling the characteristics of a scour hole formed downstream of a fixed bed protection. Three typical two-dimensional turbulence models, [image: ], [image: ], and [image: ], were used in OpenFOAM Toolbox, and the calculated results of velocity and turbulent kinetic energy profiles of the scour hole were compared to a laboratory experimental data set.



The standard [image: ] and [image: ] models are recommended for analyzing the velocity characteristics of scour holes because both models simulate reversal flow, which is a distinguishing characteristic of scour holes. The [image: ] model does not simulate reversal flow. Flow velocity and streamline profiles computed by [image: ] and [image: ] models are generally in a good agreement with laboratory data. However, the development of scour holes depends on the turbulent flow near the bottom, at the interface between sediment and water. Therefore, since turbulent characteristics near the bottom of the scour hole need to be simulated as accurately as possible, this study concluded that the [image: ] model is the most suitable tool for engineering purposes.
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