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Abstract: Future climate projections and their uncertainties affect many aspects of the world, so
reliable assessments are essential for policymakers who need to prepare mitigation measures in the
context of climate change. In this study, we examined the projected future climate and estimated
uncertainty for South Korea using results from the global climate model (GCM), updated from the
sixth phase of the coupled model intercomparison project (CMIP6); we then compared the differences
in outcome between the fifth and sixth phases of the CMIP (CMIP5 and CMIP6). Future projections
were estimated as the averaged climatological mean (denoted as CM) for the four proposed hydro-
logical indicators. Model uncertainty (UEMI) and stochastic uncertainty (USTO) were quantified
as the range of ensembles of the climatological mean, while the emission uncertainty (UEMI) was
estimated as the difference between the CM values of two emission scenarios. The following are
the key findings of our study: (1) using an ensemble of multiple GCMs is recommended over using
individual GCMs, and models in CMIP6 performed better for reproducing climate during the control
period than models in the CMIP5; (2) the CM values in the CMIP6 increased for future periods,
especially toward the end of this century, increasing mean temperature (meanTa) by approximately
5 ◦C, total precipitation (totPr), and daily maximum precipitation (maxDa) by about 20%, and these
values were higher than those of the CMIP5; (3) the UGCM, USTO, and UEMI values increased for
future periods in most of the indices; (4) the UGCM (for meanTa, totPr, and maxDa) and USTO (for
totPr and maxDa) magnitudes in the CMIP6 were higher than those in the CMIP5, while the UEMI
values between the two CMIPs were similar for all of the indices; (5) the UGCM was the major source
of the largest uncertainty for meanTa, the USTO had a significant impact on future projections of totPr
and maxDa, especially in the summer, and the UEMI became the dominant source of uncertainty for
projecting the future meanTa, especially in the period farthest from the present. These results should
provide useful information for studies that quantify future climate-induced hydrological impacts.

Keywords: future projection; uncertainty quantification; uncertainty contribution; climatological mean;
CMIP6; CMIP5

1. Introduction

Climate change is increasingly affecting many sectors, such as agriculture, the envi-
ronment, and water resources in many parts of the world [1]. Developing an accurate
assessment of how the climate will change in the future is still a challenge, despite improve-
ments in climate projection. Incomplete or unreliable information from future predictions
can lead to unpredictable damage to both property and life. To better understand the past
and future climates, different phases of the coupled model intercomparison project (CMIP)
have been built by the World Climate Research Program’s (WCRP) Working Group of
Coupled Modeling (WGCM). The global climate model (GCM) adopted by the CMIP is
an effective tool for providing predictions of past and future climates through simulations
of the major climate system components (atmosphere, land surface, ocean, and sea ice)
and their interactions. Until recently, the GCM output from the fifth phase of the CMIP
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(CMIP5) [2] was used extensively in climate studies, while the sixth phase of the CMIP
(CMIP6) [3] has recently been employed. Improvements in CMIP6 include an increased
representation of physical understanding, increased horizontal and vertical resolution,
and updated emission scenarios (i.e., a shared socioeconomic pathway—SSP). The CMIP6
dataset is expected to provide a better understanding of climate change arising from natural
(unforced) variability or due to radiative forcings in a multi-model context in different
periods (i.e., in the past, present, and future). Therefore, there is a need to investigate and
improve our understanding of the present climate system and the projections of future
climate change by analyzing the updated results of CMIP6, including what the mean and
extreme climate conditions will be in the future and whether the uncertainties in future
projections will decrease.

While many previous studies have demonstrated that the models in CMIP6 are bet-
ter at simulating results for the mean and extreme precipitation values for the historical
climate measurements than CMIP5 [4–10], the results of some studies have indicated that
simulations of the historical averages and extremes in CMIP6 did not reflect model im-
provements when compared to simulations in CMIP5 [11–13]. Differences in the projected
future changes between CMIP5 and CMIP6 depend on the variables of interest and geolog-
ical locations. For example, the difference in projected changes in temperature extremes
between CMIP5 and CMIP6 is insignificant, but the difference in precipitation extremes is
considerable [14]. For global monsoons, CMIP6 projections differ from CMIP5 projections
in some regions [15], but the differences are negligible in others [9]. Since the future climate
projections of CMIP5 and CMIP6 have been reported with inconsistent and regionally
mixed results, we need to continue investigating the climate variables of interest at a local
scale for new GCM datasets in CMIP6.

As the results of the new generations of climate models have become available, a number
of studies were conducted to compare and evaluate the performance of the previous and new-
generation models, e.g., CMIP3 vs. CMIP5 [16–20] and CMIP5 vs. CMIP6 [8,9,12–14,21–25].
Despite the many studies noted above, these comparisons have been evaluated on coarse (global
or regional) spatial scales, and efforts to assess the performance on finer (local or station) spatial
scales have been less common [4,26–28]. The performance of GCMs for simulating climate
variables at a fine spatial scale may differ from that at a coarse spatial scale, so they may require
evaluation at various spatial resolutions.

The reason for the inconsistency of future projection results, according to the regions
and variables of interest, is that the contributions of various sources of uncertainty are
different. Sources of uncertainty arise primarily from the imperfect structure of climate
models, emission scenarios, and climate internal variability (CIV) [29]. Mixed results
have been reported due to the differences in contributions and the importance of each
source of uncertainty, varying with projection lead time, climate variables of interest,
or the spatiotemporal scale. For example, climate model uncertainty can be the main
component of total uncertainty for forecasting global mean temperatures [30], while the
contribution of this uncertainty to the global mean precipitation is smaller than that of
other uncertainties [30,31]. This uncertainty was found to increase in the future and be-
come dominant at the end of this century for global mean precipitation [32] and for the
ENSO projection [33]. For the emission scenario uncertainty, its contribution to uncer-
tainty with regard to the mean monthly temperature is greater than that of the other
contributors [32,34,35]; however, its contribution was found to be relatively small for the
ENSO projection throughout the 21st century [33] and for the mean precipitation [32,34,35].
In terms of stochastic uncertainty due to the CIV, its contribution was minor and would
not change in the future for the mean temperature [36–38]. Stochastic uncertainty was
found to be a major source of uncertainty for the mean and extreme precipitation values on
a local scale for far-future projection [34,35]. A noteworthy question arose as to whether
uncertainties in future climate projections were reduced with the updated GCMs in CMIP6,
compared to those in CMIP5. When uncertainties are better described and quantified,
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decision-makers can easily design mitigation measures or adaptation policies from reliable
information about future climate projections.

In this study, we sought to quantify the future projections of the climatological mean
and uncertainties in the context of climate change and to investigate what the differences in
those values would be between CMIP5 and CMIP6. Those differences may be particularly
pronounced due to the complex climatological nature of South Korea. As a result of its
geographical location on a peninsula (it is surrounded by the sea on three sides), Korea is
influenced by continental and marine climates with unique characteristics, and because
of its topographical features (70% of the land is mountainous), the climatic differences
among regions are significant. The combination of topographical characteristics and the
prevailing system can create unique spatial distributions of climatic variables, especially in
terms of precipitation. In this study, the Bayesian weighted averaging (BWA) approach [39],
facilitated with the Markov chain Monte Carlo (MCMC) simulation, and the stochastic
weather generator, also known as the advanced weather generator (AWE-GEN) [40,41]
were employed to quantify the three uncertainties.

2. Methodology

The following procedure describes how we investigated the change in future temperature
and precipitation from the GCM models of CMIPs and how we quantified the uncertainties of
the projection. A flow chart showing our methodology is illustrated in Figure 1.
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Figure 1. Flow chart of the methodology.

First, the hourly time series of meteorological variables were collected at the gauge
location of interest. This data was obtained from an automatic weather observation station
operated by the Korean Meteorological Administration as part of the Automated Sur-
face Observing System (https://data.kma.go.kr/data/grnd/selectAsosList.do?pgmNo=36,
accessed on 10 September 2021). Forty stations were selected because of the availability
of data, providing at least 30 years of hourly records, and then the data were examined
carefully to avoid any potential errors [42]. A spatial map of the 40 stations across South
Korea is shown in Figure 2.

https://data.kma.go.kr/data/grnd/selectAsosList.do?pgmNo=36
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In this study, we downloaded the time series data for daily precipitation and monthly
temperature that were simulated using the global circulation models (GCMs) in the fifth and
sixth phases of the coupled model intercomparison project (CMIP5 and CMIP6) archive [3].
To compare the results of CMIP5 and CMIP6 under seamless conditions, the same number of
GCMs were selected. A total of 18 models were chosen, of which 16 were updated versions
of the CMIP5 model from the same institution (see Table 1 for detailed information).
The data from CMIP6 and CMIP5 were downloaded from the database portal (https:
//esgf-node.llnl.gov/search/cmip6/, accessed on 15 June 2021) and (https://esgf-node.
llnl.gov/search/cmip5/, accessed on 10 August 2018), respectively. For the other two
models of CMIP6, new models were added since there was no updated version from the
same institution. Future results from different emission scenarios were compared using the

https://esgf-node.llnl.gov/search/cmip6/
https://esgf-node.llnl.gov/search/cmip6/
https://esgf-node.llnl.gov/search/cmip5/
https://esgf-node.llnl.gov/search/cmip5/
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RCP (representative concentration pathway) 4.5 and RCP 8.5 scenarios in CMIP5, along
with the SSP2-4.5 and SSP5-8.5 scenarios in CMIP6 [43], which showed similar levels
regarding fossil-fuel socioeconomics and carbon dioxide emissions. The simulated period
for quantifying future changes was divided into a historical control period (CTL: 1981–2010)
and three future periods (ERY: 2016–2040, MID: 2041–2070, and END: 2071–2100). These
periods in CMIP6 were identical to those in CMIP5, except for the ERY period in CMIP5,
which was 5 years longer (2011–2040). After attaining those time series of precipitation and
temperature from both the observations and GCMs, a range of statistics (i.e., mean, variance,
skewness, and frequency of non-precipitation) spanning daily, monthly, and annual scales
were calculated on four aggregation time intervals (i.e., 24, 48, 72, and 96 h)—a total of
170 statistics were employed.

Table 1. List of global climate models (GCMs) in the CMIP6 and their previous version in the CMIP5.

No.
CMIP5 CMIP6

Ref.
Institute Model Name Lon × Lat Institute Model Name Lon × Lat

1 BCC BCC-CSM1-1 128 × 128 BCC BCC-CSM2-MR 320 × 160 [44]

2 CCCMA CanESM2 128 × 64 CCCMA CanESM5 128 × 64 [45]

3 CMCC CMCC-CM 480 × 480 CMCC CMCC-CM2-SR5 288 × 192 [46]

4 CNRM CNRM-CM5 256 × 128 CNRM-
CERFACS CNRM-CM6-1 256 × 128 [47]

5 CSIRO-BOM ACCESSS1-0 288 × 192 CSIRO ACCESS-ESM1-5 192 × 145 [48]

6 CSIRO-QCCE CSIRO-Mk3-6-0 192 × 96 CSIRO-
ARCCSS ACCESS-CM2 192 × 144 [49]

7 INM INM-CM-4 180 × 120 INM INM-CM-5 180 × 120 [50,51]

8 IPSL IPSL-CM5A-LR 96 × 96 IPSL IPSL-CM6A-LR 144 × 143 [52]

9 LASG-CESS FGOALS-g2 128 × 128 CAS FGOALS-g3 180 × 90 [53]

10 MIROC MIROC5 256 × 256 MIROC MIROC6 256 × 256 [54]

11 MOHC HadGEM2-ES 192 × 145 MOHC HadGEM3-GC31-LL 192 × 145 [55]

12 MPI-M MPI-ESM-MR 192 × 192 MPI-M MPI-ESM1-2-HR 384 × 192 [56]

13 MRI MRI-CGCM3 320 × 160 MRI MRI-ESM2-0 320 × 160 [57]

14 NCAR CCSM4 288 × 192 NCAR CESM2 288 × 192 [58,59]

15 NCC NorESM1-M 144 × 96 NCC NorESM2-LM 144 × 96 [60]

16 NOAA-GFDL GFDL-ESM2G 180 × 180 NOAA-GFDL GFDL-ESM4 360 × 180 [61]

17 BNU BNU-ESM 128 × 128 CAMS CAMS-CSM1-0 * 360 × 200 [62]

18 NSF-DOE CESM1-CAM5 382 × 288 NUIST NESM3 * 192 × 96 [63]

Note: * The new models in the CMIP6.

Due to the different degrees of understanding of climate physics and dissimilar spatial
resolutions for simulations, GCMs provide inconsistent projected outcomes. Thus, the
random selection of GCMs can introduce significant uncertainties and risks in climate
change assessments. To quantify the potential uncertainty of GCMs, the Bayesian weighted
averaging (BWA) [39] method was applied to the statistical properties of 18 GCMs and
observations. The outputs of the BWA approach were the posterior distributions of the
170 statistics, in the form of either “product” types for precipitation or “additive” types for
factors of change (FOCs) with regard to temperature [35,42,64–67]. In total, 1000 samples
were generated from the Markov chain Monte Carlo (MCMC) algorithm. For more detailed
information on the BWA parameters, the assumption of the prior distributions, the MCMC
algorithm, the burn-in period, etc., refer to Step (2) in a previously published study [35].

We generated 100 ensembles of 30-year time series for the new set of AWE-GEN
parameters. These repeated simulations of AWE-GEN were derived from a population with
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the same climate characteristics (i.e., using the same AWE-GEN parameters), indicating
that external forcing conditions were equally controlled under a stationary assumption.
Therefore, these ensemble simulation results, which corresponded to 3000 years, could be
considered to be a good sample by which to quantify the stochasticity of precipitation, i.e.,
the climate internal variability (CIV) [35,42,65,68]. The ensemble simulation of AWE-GEN
was implemented for the control period (1981–2010) and the early (2016–2040), middle
(2041–2070), and end (2071–2100) future periods, along with two emission scenarios from
CMIP6 and CMIP5.

From the generated time series, we extracted the values for four hydrological indicators
to quantify uncertainty about future projection estimates. The indicators employed were
mean temperature (meanTa), total precipitation (totPr), maximum daily precipitation (maxDa),
and the number of dry days (nonPr), which were calculated monthly and for the full year to
evaluate the seasonal and annual patterns. These indices were chosen as variables that could
attract policymakers, such as floods (refer to maxDa), droughts (nonPr), or average patterns
(meanTa, totPr). In this study, the number of ensembles reconstructed from the MCMC
simulation results used to quantify the GCM uncertainty was 4 (indices) × 13 (12 months
and the whole year) × 40 (locations) × 7 (periods and scenarios) × 1000 (MCMC results). On
the other hand, the number of ensembles reconstructed from AWE-GEN realizations used to
quantify the stochastic uncertainty was 4 (indices) × 13 (12 months and the whole year) × 40
(locations) × 7 (periods and scenarios) × 100 (AWE-GEN realizations).

Once the annual time series for the four indicators were reconstructed, the most likely
climate was estimated by computing the climatological mean (CM), and its three uncertainty
magnitudes were quantified. The three uncertainties considered were the GCM uncertainty
(UGCM), the emission scenario uncertainty (UEMI), and the stochastic uncertainty (USTO).
The CM for each ensemble member was calculated as follows, using Equation (1):

CMm =
1
T

T

∑
t=1

Xmt (1)

where Xmt is the annual value of the four indices for the m-th ensemble member and the t-th
year, and T is the number of years (T = 30). In this study, the averaged climatological mean
(CM) was defined by averaging the climatological mean of the ensemble members, and the
UGCM was defined as the range. The difference between the 5th and 95th percentiles of the
1000 CM values was calculated using Equation (2):

UGCM = range(CMm=1:M) (2)

where M is the number of ensemble members for the MCMC simulation (M = 1000). The
1000 MCMC samples were used for GCM uncertainty quantification because they reflected
the spread of the predicted values of the 18 GCMs. The UEMI was simply computed in
Equation (3) as the difference between the average CM values of two emission scenarios:

UEMI =

(
1
M

M

∑
m=1

(CMm)

)
85

−
(

1
M

M

∑
m=1

(CMm)

)
45

(3)

where 85 and 45 refer to the emission scenarios of RCP 8.5 and RCP 4.5 in CMIP5 and
SSP5-8.5 and SSP2-4.5 in CMIP6, respectively. Lastly, the USTO was defined as the range of
the 100 CM values, calculated using Equation (4), as follows:

USTO = range(CMm=1:W) (4)

where W is the number of ensemble members for the AWE-GEN simulation (W = 100). The
100 AWE-GEN samples were used for the stochastic uncertainty quantification because
they maintained stationarity, excluding any external factors [35,41,42,64–66].
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3. Results and Discussions
3.1. Comparison of the BWA Mean and Individual GCMs for the Control Period

In this study, we employed the BWA approach facilitated by the MCMC simulation to
generate an ensemble of the climate variables used for quantifying the GCM uncertainty.
Prior to analyzing forecasts for the future, we examined how much uncertainty was
embraced when the indices were reproduced using individual GCMs compared to the
observed indices for the control period. Figure 3 illustrates the correlation coefficient (R)
and the normalized root mean squared error (NRMSE) computed for 40 locations and
13 months with 18 GCMs and their BWA mean. Overall, it was found that using the BWA
approach, which aggregated the results of multiple GCMs, yielded predictions more similar
to the observations than those from individual GCMs. In both the CMIP5 and CMIP6
results, it was confirmed that the BWA mean had a high correlation with the observed data
and that the NRMSE values were small. For example, the R values ranged from 0.94 to 0.99
for CMIP5 (blue line) and 0.93 to 0.99 for CMIP6 (red line). The NRMSE value for the BWA
approach was 0.075 for the meanTa of CMIP6, whereas those for the 18 GCMs varied from
0.111 to 0.312. More specific results are shown in Table 2.
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Figure 3. Comparisons of the correlation coefficient (R) and the normalized root mean squared error
(NRMSE) for individual 18 GCMs and their BWA mean for the control period: (a) meanTa, (b) totPr,
(c) maxDa, and (d) nonPr. The R and NRMSE values were calculated for the 520 climatological mean
(CM) values of each GCM (and BWA mean) and observations. The NRMSE was normalized by the
mean of observations. The 520 refers to 40 locations × 13 (12 months + year).

The NRMSE values varied greatly depending on which GCM was selected, and it was
also confirmed that some GCMs could provide better predictions than the average value of
BWA if some of the GCMs were used, with good results. For example, the NRMSE values
of the fifth GCM were 0.346 and 0.116 for the maxDa and nonPr of CMIP6, respectively,
which were smaller than the NMRSE values of the BWA mean (0.464 and 0.185 for maxDa
and nonPr, respectively). However, it should be noted that this improved performance of
GCM was not a consistent result. Depending on the statistics used, the geological locations,
and the seasonality, some GCMs may or may not have performed well. The NMRSE values
of the same, fifth, GCM did not perform better in terms of meanTa and totPr. From the
results noted above, we showed that using the BWA approach to forecast climate indices
was more reliable than selecting individual GCMs.
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Table 2. The values of coefficient of correlation (R) and normalized root mean square error (NRMSE)
for BWA means and individual GCMs for 4 indices for CMIP5 (the first row in each index) and for
CMIP6 (the second row in each index).

Index
R NRMSE

BWA Mean GCMs BWA Mean GCMs

meanTa (◦C)
0.995 0.278–0.993 0.085 0.109–0.407

0.994 0.936–0.987 0.074 0.111–0.312

totPr (mm)
0.989 0.926–0.981 0.385 0.359–0.474

0.990 0.931–0.984 0.274 0.312–0.722

maxDa (mm)
0.943 0.482–0.920 0.509 0.406–0.814

0.932 0.661–0.908 0.464 0.346–0.721

nonPr (day)
0.998 0.987–0.999 0.201 0.112–0.598

0.999 0.992–0.999 0.185 0.084–0.419

3.2. Future Projection from the CMIP5 and CMIP6 Databases

In this study, the control and future climate for temperature and precipitation indices
were compared by using the average of 1000 CM values (CM) for each location across South
Korea. The CM values for the indices varied spatially: these values for the meanTa in the
control period (CTL), simulated from the CMIP6 database over 40 locations, ranged from
10.4 to 15.0 ◦C and increased significantly in the END period, ranging from 15.6 to 19.9 ◦C
for SSP5-8.5 (see Figure 4 and Table 3). Considering seasonal variability, these values
increased up to 1.19, 2.92, and 4.91 ◦C for the ERY, MID, and END periods, respectively
(see Figure S1 in the Supplementary Materials). For the indices of totPr and maxDa, the
CM values showed an increasing trend as the period progressed. For example, the CM
values for totPr ranged from 1034.3 to 1452.7 mm in the CTL period and increased up
to 1148.7 and 1523.6 mm in the END period (see Table 3). Figure 4 shows only the CM
values for the entire year, but when examining seasonal changes, the spatial average of
these values increased in the END period compared to the CTL by 20.5% and 20.3% for the
totPr and maxDa, respectively (see Table S2 and Figure S1 in the Supplementary Materials).
However, the overall trend of the CM values for the nonPr was different from those of the
other indices. The total number of days without precipitation in the future periods was
comparable to that recorded in the CTL period.

Table 3. The minimum and maximum of the CM values from MCMC simulations values over 40
locations in scenario RCP 8.5 (the first row of each index) for CMIP5 and scenario SSP5-8.5 (the second
row of each index) for CMIP6.

Index CTL ERY MID END

meanTa (◦C)
9.8–14.2 11.2–15.6 12.8–17.2 14.5–18.7

10.4–15.0 11.7–15.8 13.1–17.7 15.6–19.9

totPr (mm)
959.6–1299.5 995.9–1388.9 1112.8–1467.5 1128.7–1466.9

1034.3–1452.7 1143.5–1474.1 1083.0–1505.6 1148.7–1523.6

maxDa (mm)
66.9–93.1 75.0–97.1 81.8–109.7 82.6–112.0

75.1–112.9 81.5–100.6 82.3–107.8 80.9–123.2

nonPr (day) 238–270 242–270 237–271 240–269

250–264 246–265 250–265 249–264



Water 2022, 14, 2926 9 of 26Water 2022, 14, 2926 9 of 27 
 

 

 
Figure 4. Spatial distribution of the 𝐶𝑀 values across South Korea for (a) CTL, (b) ERY, (c) MID, 
and (d) END period for the SSP5-8.5 emission scenario. The 4 indices were illustrated for the entire 
year. Spatially, 40 locations are classified into 4 distinct clusters (from the smallest (dark, blue-
colored circles) to the largest cluster (red-colored circles)), by applying the K-means algorithm. 

Once the 𝐶𝑀 values for each location were estimated, it was interesting to look at 
the spatial distribution and pattern of these values across South Korea, which were 
dissimilar among the indices. A K-means cluster algorithm was employed for these values 
to divide 40 locations into 4 distinctive zones (K = 4), according to the Elbow method [42]. 
For the index of meanTa, the regions with higher 𝐶𝑀 values (light red and red circles in 
Figure 3) were mostly located in the southeastern and southern coastal regions of South 
Korea, while the lower 𝐶𝑀  values (blue circles) were distributed in the central and 
northern regions of the country. For the indices of totPr and maxDa, the locations in the 
southeastern coastal and central inland regions showed higher 𝐶𝑀  values, while the 
western coastal and northern regions of the country corresponded to regions with lower 
values. For nonPr, the locations with lower 𝐶𝑀 values were located mostly in the central 
inland area of the country. The spatial pattern of the 𝐶𝑀 values in the SSP2-4.5 scenario 

Figure 4. Spatial distribution of the CM values across South Korea for (a) CTL, (b) ERY, (c) MID,
and (d) END period for the SSP5-8.5 emission scenario. The 4 indices were illustrated for the entire
year. Spatially, 40 locations are classified into 4 distinct clusters (from the smallest (dark, blue-colored
circles) to the largest cluster (red-colored circles)), by applying the K-means algorithm.

Once the CM values for each location were estimated, it was interesting to look at the
spatial distribution and pattern of these values across South Korea, which were dissimilar
among the indices. A K-means cluster algorithm was employed for these values to divide
40 locations into 4 distinctive zones (K = 4), according to the Elbow method [42]. For the
index of meanTa, the regions with higher CM values (light red and red circles in Figure 3)
were mostly located in the southeastern and southern coastal regions of South Korea, while
the lower CM values (blue circles) were distributed in the central and northern regions
of the country. For the indices of totPr and maxDa, the locations in the southeastern
coastal and central inland regions showed higher CM values, while the western coastal
and northern regions of the country corresponded to regions with lower values. For nonPr,
the locations with lower CM values were located mostly in the central inland area of the
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country. The spatial pattern of the CM values in the SSP2-4.5 scenario was mostly identical
to that in the SSP5-8.5 for all the indices (see Figure S2 in the Supplementary Materials).

We found that the spatial patterns of the CM values using both the CMIP5 (see
Figure S3 in the Supplementary Materials) and CMIP6 databases were similar; however,
there was a difference in the magnitude of these values between the two CMIPs for each
location in the future period. We investigated how these values differed when seasonality
was taken into account. Figure 5 illustrates the non-parametric kernel distributions for
the ratio (i.e., CMIP6/CMIP5 for the 3 precipitation indices) or the difference (i.e., CMIP6–
CMIP5 for meanTa) of the CM values, calculated monthly and annually. Thus, the number
of data points for the distributions was 520 with 40 locations and 13 cases (12 months
plus the whole year). If the differences (or ratios) on the x-axis were greater than 0 (or 1),
the CM values of the CMIP6 database were greater than those using the CMIP5 database.
Figure 5 shows that the CM values using the CMIP6 were greater than those of the CMIP5
in future periods, especially in the END period, for the indices of meanTa, totPr, and
maxDa, except for nonPr. For example, for meanTa, the projection of CMIP6 was expected
to be hotter in the future on average, with a difference in the CM values between the two
CMIPs of approximately 0.37 ◦C in the ERY period; this difference increased up to 0.83 ◦C
in the END period. For totPr and maxDa, the projection of CMIP6 also predicted more
(annual and monthly) precipitation overall, with differences between the two CMIPs of
about 4.2% and 5.9% in the ERY period, respectively; these differences increased to 12.3%
and 11.7% in the END period. Figure 5 presents the difference in the emission scenarios
between SSP5-8.5 in CMIP6 and RCP 8.5 in CMIP5. Similar differences in CM values were
also observed between SSP2-4.5 in CMIP6 and RCP 4.5 in CMIP5 (see Figure S4 in the
Supplementary Materials). Regardless of the emission scenarios, the CMIP6 projection
results showed that a greater increase in temperature and higher precipitation levels would
occur in the future.

3.3. GCM Uncertainty in the CMIP6 Database and its Differences from CMIP5

Global climate models have been extensively used to predict the future climate. These
models were developed to mimic and reproduce past and present climates and then gener-
ate simulations of the future climate. These models are imperfect, resulting in inevitable
uncertainty (referred to herein as the GCM uncertainty, UGCM). One of our tasks was
to estimate this uncertainty and evaluate how much this value changed when the global
climate models were updated in CMIP6. We quantified the UGCM value for each location
in South Korea during the control and future periods (see Figure 6 and Table 4). The UGCM
values computed for the entire year ranged from 0.55 to 1.98 ◦C in the control period for
meanTa; these values increased in the END period, varying from 0.69 to 2.60 ◦C. The GCM
uncertainty tended to increase in the future period from that at the present time, with
the monthly and yearly UGCM values increasing in their uncertainty by 0.22, 0.19, and
0.58 ◦C for the ERY, MID, and END periods, respectively (see Figure S5 in the Supplemen-
tary Materials). Similarly, future uncertainties have been observed to increase significantly
over the present GCM uncertainties for the precipitation indices. For example, the UGCM
values for the totPr index varied from 6.28 mm to 248.50 mm during the CTL period; these
values increased considerably to 11.27 mm and 305.46 mm during the END period. The
monthly and yearly UGCM values for this index increased significantly by 72.3, 93.5, and
85.6%, respectively, during the ERY, MID, and END periods (see Figure S5). In the case of
another precipitation index, maxDa, the future UGCM values increased by 48.6, 39.1, and
49.7%, and for nonPr they increased by 33.2, 30.9, and 23.2%. Such an increasing trend in
UGCM values for future periods was also observed in the SSP2-4.5 scenario for both the
temperature and precipitation indices.
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Figure 5. Non-parametric kernel distributions for the difference (i.e., CMIP6-CMIP5 for meanTa) and
the ratio (i.e., CMIP6/CMIP5 for totPr, maxDa, nonPr) of the CM values of 1000 MCMC ensemble
members: (a) ERY, (b) MID, and (c) END. The number of data points for making these distributions
is 520 (40 locations × 13 (12 months + year)).

Table 4. The minimum and maximum of the UGCM values over 40 locations, which are computed for
the whole year for control (CTL) and 3 future periods (ERY, MID, and END) of scenario RCP 8.5 (the
first row of each index) for CMIP5 and scenario SSP5-8.5 (the second row of each index) for CMIP6.

Index CTL ERY MID END

meanTa (◦C)
0.49–1.87 0.40–1.57 0.44–1.66 0.62–1.68

0.55–1.98 0.60–2.65 0.63–2.24 0.69–2.60

totPr (mm)
22.62–278.02 6.77–252.66 5.78–260.79 33.75–256.91

6.28–248.50 10.24–248.42 21.59–245.88 11.27–305.46
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Table 4. Cont.

Index CTL ERY MID END

maxDa (mm)
1.18–41.43 2.52–31.52 5.02–50.85 1.47–71.74

1.63–22.28 0.71–19.41 0.71–25.43 1.94–25.84

nonPr (day)
2–40 3–33 2–47 3–33

1–15 1–21 1–15 1–21

Water 2022, 14, 2926 12 of 27 
 

 

example, the UGCM values for the totPr index varied from 6.28 mm to 248.50 mm during 
the CTL period; these values increased considerably to 11.27 mm and 305.46 mm during 
the END period. The monthly and yearly UGCM values for this index increased 
significantly by 72.3, 93.5, and 85.6%, respectively, during the ERY, MID, and END 
periods (see Figure S5). In the case of another precipitation index, maxDa, the future 
UGCM values increased by 48.6, 39.1, and 49.7%, and for nonPr they increased by 33.2, 
30.9, and 23.2%. Such an increasing trend in UGCM values for future periods was also 
observed in the SSP2-4.5 scenario for both the temperature and precipitation indices. 

 
Figure 6. Spatial distributions of the UGCM values over South Korea in the (a) CTL, (b) ERY, (c) 
MID, and (d) END periods for the SSP5-8.5 for 4 indices, computed for the whole year. In total, 40 
locations were classified into 4 clusters (from the smallest cluster (dark, blue-colored circles) to the 
largest cluster (red colored circles)) by applying the K-means algorithm. 

  

Figure 6. Spatial distributions of the UGCM values over South Korea in the (a) CTL, (b) ERY, (c) MID,
and (d) END periods for the SSP5-8.5 for 4 indices, computed for the whole year. In total, 40 locations
were classified into 4 clusters (from the smallest cluster (dark, blue-colored circles) to the largest
cluster (red colored circles)) by applying the K-means algorithm.
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The spatial distribution of UGCM values depends on many factors, such as indices,
seasons, and emission scenarios. The K-mean cluster algorithm was employed to divide
the UGCM values into 4 distinctive groups. A particular spatial pattern of the high and
low UGCM values was not observed for all of the indices (similar to SSP2-4.5 shown in
Figure S6 in the Supplementary Materials). Although there was no spatial distribution
pattern, the UGCM values varied greatly from location to location, and the distribution
of those values varied depending on the index. For example, the UGCM values for totPr
in Busan (No. 3) and Goeje (No. 14) at nearby locations were 186.44 mm and 305.45 mm,
respectively, which values were high for Goeje, but the UGCM values for maxDa were the
opposite at those locations (20.27 mm and 6.5 mm in Busan and Geoje, respectively). This
result implies that if one knows the UGCM value of a specific location, regionalizing it to a
nearby location is risky. It was interesting to see how the spatial distribution and pattern
of the UGCM values in the CMIP6 database differed from those when using the CMIP5
database (see Figure S7 in the Supplementary Materials). As with CMIP6, the UGCM
values in the future periods were higher than those in the present period for CMIP5 (see
Table S2 in the Supplementary Materials). However, the magnitude of the UGCM values of
CMIP6 was not significantly larger than that of CMIP5 for meanTa and nonPr, but it was
larger on a statistically significant level for totPr and maxDa (Figure 7 and Figure S8 in the
Supplementary Materials). For example, the UGCM values of CMIP6 were 123% and 50%
greater than those of CMIP5 for totPr and maxDa, respectively, for the END period. This
phenomenon was similarly observed for another emission scenario of SSP2-4.5 in CMIP6
and RCP 4.5 in CMIP5. In summary, although there were improvements and updates in
the GCMs in CMIP6, the GCM uncertainty in CMIP6 was higher than that in CMIP5 for
totPr and maxDa. These results implied that improvements in the model showed better
simulation results for the control climate but did not make more exact predictions about
the future climate.

3.4. Stochastic Uncertainty in the CMIP6 Database and Its Difference from CMIP5

After estimating the stochastic uncertainty, the USTO for each location and the spatial
distribution and pattern of these values across South Korea were investigated via indices,
periods, and scenarios. First, the USTO values in the CTL period ranged from 0.78 to
1.28 ◦C, depending on the location for meanTa, which was the same as the values for the
future periods (see Figure 8 and Table 5). On the other hand, the USTO values for future
periods, especially during the END period, were large for the totPr and maxDa indices.
For example, for totPr on an annual scale, the minimum and maximum USTO values were
239.7 mm and 497.5 mm, depending on the locations in the CTL period, which increased
up to 264.5 mm and 556.7 mm during the END period. If we calculated the increase in
totPr and maxDa values on a monthly and annual scale for 40 locations, then the USTO
values during the END period were 22.8% and 23.7% greater than the values during the
CTL period (see Figure S9 in the Supplementary Materials). In the case of nonPr, similar to
the meanTa, the future changes in USTO values (especially during the END period) were
not large.

Table 5. The minimum and maximum of the USTO values over 40 locations, which are computed
for the whole year for the control (CTL) and 3 future periods (ERY, MID, and END) of scenario RCP
8.5 (the first row of each index) for CMIP5 and scenario SSP5-8.5 (the second row of each index)
for CMIP6.

Index CTL ERY MID END

meanTa (◦C)
0.77–1.28 0.77–1.27 0.77–1.26 0.77–1.26

0.78–1.28 0.77–1.25 0.77–1.27 0.77–1.27

totPr (mm)
239.7–497.5 206.7–487.8 205.8–558.7 238.1–544.3

239.7–497.5 199.3–480.9 216.5–474.5 264.5–556.7
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Table 5. Cont.

Index CTL ERY MID END

maxDa (mm)
41.2–105.00 43.2–115.3 48.1–110.5 48.6–110.1

41.2–105.00 38.7–105.4 42.6–116.5 47.9–132.3

nonPr (day)
8–10 7–9 7–9 7–10

8–10 7–10 8–10 7–9
Water 2022, 14, 2926 14 of 27 
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Figure 7. Non-parametric kernel distributions for the ratio of the UGCM values between the emission
scenario SSP5-8.5 of CMIP6 and RCP 8.5 of CMIP5: (a) ERY, (b) MID, and (c) END. Each row plots
correspond to indices of meanTa, totPr, maxDa, and nonPr, respectively. The number of data points
for establishing the distribution is 520 (40 locations × 13 (12 months + year)).
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Figure 8. Spatial distribution of the USTO values over South Korea in the (a) CTL, (b) ERY, (c) MID, 
and (d) END periods, with the SSP5-8.5 for 4 indices computed for the whole year. In total, 40 
locations are classified into 4 clusters (from the smallest cluster (dark, blue-colored circles) to the 
largest cluster (red colored circles)) by applying the K-means algorithm. 

Figure 8. Spatial distribution of the USTO values over South Korea in the (a) CTL, (b) ERY,
(c) MID, and (d) END periods, with the SSP5-8.5 for 4 indices computed for the whole year. In
total, 40 locations are classified into 4 clusters (from the smallest cluster (dark, blue-colored circles) to
the largest cluster (red colored circles)) by applying the K-means algorithm.

The spatial distribution and pattern of USTO values also differed among indices.
Higher USTO values were observed in the northern inland region for meanTa and nonPr,
in the south-western region for totPr, and in the three coastal areas (i.e., west, south, and
east) for maxDa (Figure 8 for SSP5-8.5 and Figure S10 in the Supplementary Materials for
SSP2-4.5). Even if one knows the exact USTO value for a specific location, one should
be careful about regionalization to a nearby location. For example, the USTO values for
Pohang (No. 30) and Yeongcheon (No. 38) were significantly different at 37.34 mm and
20.35 mm, respectively, but the distance between the two locations was only 40 km.
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Next, when the CMIP5 database was used, the USTO values and their spatial distribu-
tions were investigated, and the results were fully compared with the stochastic uncertainty
of the CMIP6 database. Future USTO values using the CMIP5 database also tended to
increase for the totPr and maxDa indices, with the exception of the meanTa and nonPr
indices, compared with those of the control period (see Table S2), and very similar spatial
patterns were observed (Figure S11 in the Supplementary Materials). We quantified the
difference in the magnitude of the stochastic uncertainty calculated from the CMIP5 and
CMIP6 databases. Figure 9 and Figure S12 in the Supplementary Materials illustrate the
nonparametric kernel distribution for the ratio of the two USTO values of CMIP5 and
CMIP6. As a result, there was no difference in the USTO values between the two CMIP
databases for meanTa during the future periods. However, in the case of the remaining
three indices, differences in the USTO values occurred and the USTO values of CMIP6, in
particular, were larger during the ERY period than during the END period. For example,
the USTO of CMIP6 was larger than that of CMIP5 by 8.3% for totPr, 7.7% for maxDa, and
12.4% for nonPr.
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could be approximately equal to zero when the 𝐶𝑀 values of the two scenarios were 
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distribution of the UEMI values for CMIP6 and CMIP5, respectively; 40 locations were 
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Figure 9. Non-parametric kernel distributions for the ratio of the USTO values between the emission
scenario SSP5-8.5 of CMIP6 and RCP 8.5 of CMIP5: (a) ERY, (b) MID, and (c) END. Each row of plots
corresponds to indices of meanTa, totPr, maxDa, and nonPr, respectively. The number of data points
for establishing the distribution is 520 (40 locations × 13 (12 months + year)).
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3.5. Emission Scenario Uncertainty in the CMIP6 Database and Its Difference from CMIP5

Emission scenarios aim to provide information on the possible future developments in
the anthropogenic driving factors of climate change that are consistent with socioeconomic
development. The possibility of any single scenario that will occur is highly uncertain. Therefore,
it is necessary to quantify the uncertainty caused by emission scenarios. In this study, the
emission scenario uncertainty (UEMI) value was quantified as the difference between the CM
of two lower and higher emission scenarios (radiative forcing 4.5 and 8.5). These UEMI values
could be positive (negative) when the CM values of the SSP5-8.5 scenario were greater (smaller)
than those of the SSP2-4.5 values, or they could be approximately equal to zero when the CM
values of the two scenarios were almost similar. Figure 10 and Figure S13 in the Supplementary
Materials show the spatial distribution of the UEMI values for CMIP6 and CMIP5, respectively;
40 locations were also divided into 4 groups by applying the K-means cluster algorithm. For
meanTa, the UEMI values were found to be low in the coastal regions of the country, and high
values were found in the central inland and northern regions. For precipitation indices, the
spatial distribution of higher and lower UEMI values depended on the index over future periods,
there was no clear overall trend. However, it was confirmed that the emission uncertainty
increased as the time period (END rather than ERY) progressed.
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periods, with the SSP5-8.5 for 4 indices computed for the whole year. In total, 40 locations are
classified into 4 clusters (from the smallest cluster (dark, blue-colored circles) to the largest cluster
(red colored circles)) by applying the K-means algorithm.

As noted above, when the UEMI values for each station were determined, how much
the UEMI values in the updated CMIP6 differed from the previous CMIP5 was investigated.
Figure 11 illustrates the non-parameter kernel distribution of the difference in the UEMI
values between CMIP5 and CMIP6, where the mean value of the distribution was greater
(smaller) than 0, the UEMI values from CMIP6 were greater (smaller) than those from CMIP5.
For meanTa, the UEMI values between the two CMIPs were very similar during the ERY
period, but these values of CMIP6 were 0.2 and 0.17 ◦C greater than those of CMIP5 during
the MID and END periods. For totPr, the emission uncertainty of CMIP6 was 5.28 mm greater
than that of CMIP5 during the END period. For maxDa and nonPr, the difference in emission
scenario uncertainty between the two CMIPs was negligible. In general, the emission scenario
uncertainty for CMIP6 was not significantly different from that for CMIP5.
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3.6. Relative Contributions of Three Uncertainty Sources

We estimated three uncertainty values for all locations for every month, future peri-
ods, and emission scenarios, since the contribution of each uncertainty for South Korea
depended on indices, future periods, and seasons. The relative contributions of three uncer-
tainties over 40 locations per month were plotted as shown in Figure 12 and Figure S14 in
the Supplementary Materials for CMIP6 and CMIP5, respectively. The model uncertainty,
UGCM (green shaded area), was the major contributor to the largest uncertainty in terms of
mean temperature predictions (meanTa) over South Korea. On the other hand, in the case
of the stochastic uncertainty (red shaded area), its contribution was negligible for meanTa,
but dominated (especially in the summer season) for totPr and maxDa. This uncertainty
was much greater in the summer season (June to September) than in the winter season
(November to February), so one should be cautious when forecasting future precipitation
in the rainy summer months. In the case of nonPr, the magnitudes of the three uncertainties
were very stable (about 2 days), and the UGCM and USTO had a relatively large influence.
Emission scenario uncertainty (shown by the blue shaded area) had a relatively low overall
contribution, especially for precipitation-related indices, but the uncertainty contribution
in projecting the future meanTa far from the present time increased significantly. Indeed,
the significance of this uncertainty was less during the ERY period but became one of the
dominant sources of uncertainty during the END period.
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3.7. Implications for Stakeholders

Many studies projecting future climate have warned that precipitation and tempera-
ture will increase globally [69–72] and also in South Korea [26,50,72,73], but the extent of
that increase depends on the region, indicators, and the GCMs used [22,74]. For example,
our results show that under SSP5-8.5, the national average temperature increases by about
5 ◦C, while temperatures in other regions may increase by 3.5 ◦C in Central East Africa [22]
to 6 ◦C in the northwestern parts of South Asia [74]. In addition, the future change in
average precipitation in Korea is 14.6% in the far future in this study, which is comparable
to the results of 14.41% in Central Asia [75] and 15.9% [26] in Korea. However, this change
could be even higher, e.g., it is 27.3% in India and 26.4% in Pakistan [74]. Stakeholders and
policymakers should keep in mind that when utilizing research findings for developing
policies, actions, and laws, the results may be subject to uncertainty, depending on the
GCM chosen for each region.

There have been many studies comparing the model performance of two CMIPs to
see how well they reproduce the historical climate [4,8,13,21,27,28,76], but the compari-
son studies of future projections between the two generation models are comparatively
limited [14,23,26,77], and show mixed outcomes. While some studies have reported no sig-
nificant differences for global future projections of mean temperature and total precipitation
between the two CMIPs [14,23,77], others on a local scale report differences [26]. Our study
also confirmed that there is an evident difference in CM values (especially for meanTa,
totPr, and maxDa) between the two CMIPs in South Korea (see Figure 5); in particular,
the GCM uncertainty in CMIP6 is significantly larger than in CMIP5 (see Figure 7), which
is consistent with the recent results [74,78]. Although few studies on South Korea have
considered quantifying uncertainties in future projections [26,73], this study is the first
attempt to unambiguously quantify the sources of uncertainty in future projections for
various hydrologic indicators that can infer Korea’s floods, droughts, and flow averages,
and to examine the discrepancies between CMIPs. The findings that climatological means
and their uncertainty in CMIP6 are greater than those in CMIP5 will motivate stakeholders
to evaluate whether policies designed based on past calculations with CMIP5 are still
appropriate, and actively update them to reflect the new CMIP6 scenarios.

4. Conclusions

Despite many previous studies comparing hydrological indicators between CMIP5
and CMIP6, this study has novelty in that it analyzes the future changes of various climate
indicators and can infer floods, droughts, and flow averages on a local scale; it identifies
all sources of uncertainty, including the stochastic uncertainty from a large number of
ensemble generations. The main purpose of this study was to quantify the future projec-
tions of the climatological mean and three sources of uncertainty, and to investigate the
differences in these values between CMIP5 and CMIP6. As a result, we sought to improve
our understanding of future projections of climate values for mitigation actions in the
context of climate change, ascertain what the future climate will be, and explore how uncer-
tainty can be reduced when considering improvements in climate models and emission
scenarios. Both CMIPs used the same number of GCMs, and most of the GCMs selected
in CMIP6 were the updated versions from CMIP5. The BWA approach facilitated by the
MCMC simulation was used for quantifying the model uncertainty, and the stochastic
weather generator called AWE-GEN was employed for generating stochastic ensembles. It
is an advantage of this study to be able to generate an ensemble with a large number of
members (i.e., 1000 MCMC simulations and 100 AWE-GEN realizations) for performing the
future projections and quantifying the uncertainties of variables of interest. The number of
ensembles reconstructed from the MCMC simulation was 4 (indices) × 13 (12 months and
the whole year) × 40 (locations) × 7 (periods and scenarios) × 1000 (MCMC results), while
the number of ensembles from the AWE-GEN realizations was 4 (indices) × 13 (12 months
and the whole year) × 40 (locations) × 7 (periods and scenarios) × 100 (AWE-GEN real-
izations). The future projections of the 4 proposed indices were quantified by averaging
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the ensembles of the climatological mean (denoted as CM). The model and stochastic
uncertainties were estimated as the range of ensembles of the climatological mean, while
the emission scenario uncertainty was estimated as the difference between the CM values
of two emission scenarios.

To examine whether using the ensemble (BWA) approach was better than using in-
dividual GCMs in climate simulations, we computed the correlation coefficient (R) and
the normalized root mean square error (NRMSE). Overall, the ensemble mean (the BWA
approach), which aggregated the results of multiple GCMs, performed better. The perfor-
mance of GCMs in climate simulations depends on many factors, such as indices, seasons,
and temporal scales. Therefore, choosing one specific GCM model is risky because it may
be good in some cases but not suitable in others. In addition, using GCMs from CMIP6 for
reproducing the control climate was superior to using those in CMIP5.

Since CMIP6 was released with a new generation of GCMs, with improvements over
CMIP5, we wanted to know what the future climate would be and the differences between
CMIP6 and CMIP5. Our results indicated that: (1) the spatial average of the CM value in
CMIP6 increased by up to 5 ◦C for temperature and 20% for totPr and maxDa in the END
period, except for nonPr, which was relatively unchanged; (2) the spatial patterns of higher
and lower CM values were dissimilar among indices, but these patterns for each index
remained the same for future periods; and (3) future climate projections of CMIP6 were
higher than those of CMIP5 for meanTa (0.83 ◦C), totPr (12.3%), and maxDa (11.7%), except
for nonPr, with similar future projections in both CMIPs.

Uncertainty in future climate projections is inevitable. We quantified the uncertainty
arising from three distinct sources, including model uncertainty, stochastic uncertainty,
and emission scenario uncertainty. First, we quantified the model uncertainty (UGCM)
values for each location in the control and future periods for the proposed indicators, and
then compared these uncertainties between CMIP6 and CMIP5. We found that: (1) the
spatial average of UGCM increased up to 0.58 ◦C for meanTa, and 85.6%, 49.7%, and 23.2%
for totPr, maxDa, and nonPr, respectively, during the END period; (2) no specific spatial
patterns of high and low UGCM were observed in all indices, and since UGCM values
varied widely from location to location, regionalizing UGCM values in a specific location
to the periphery was risky; (3) the UGCM values of CMIP6 were higher than the CMIP5
values in future periods for meanTa, totPr, and maxDa, especially during the END period,
while the UGCM differences between the two CMIPs for nonPr were negligible.

The emission scenario uncertainty (UEMI) was quantified as the difference between
the averaged CM values of the two emission scenarios (i.e., SSP2-4.5 and SSP5-8.5 in
CMIP6). The UEMI values were calculated in the future time periods in CMIP6 for the
proposed indices and then compared with their corresponding values in CMIP5. The
findings were as follows: (1) UEMI values increased over time, especially for meanTa; (2) an
evident spatial pattern of UEMI values was observed for meanTa while no specific pattern
was observed for the precipitation indices; (3) the differences in the emission scenario
uncertainty between the two CMIPs were not significant.

Finally, the stochastic uncertainty (USTO) was also quantified in the control and future
periods in CMIP6 for the proposed indices, and then the differences in the USTO values
between CMIP5 and CMIP6 were investigated. As a result: (1) the USTO values increased
by 22.8% for totPr and 23.7% for maxDa in the future periods while the values of meanTa
and nonPr were not significantly different from those in the control period; (2) since the
spatial pattern of high USTO values was dissimilar among indices, even if we knew the
spatial pattern information of one index, regionalization of the other index should not be
performed; and (3) the USTO values of the precipitation indices in CMIP6 were higher than
those in CMIP5, but the differences in the meanTa USTO values between the two CMIPs
were insignificant.

The relative contribution of each uncertainty depended on many factors, such as
the index, projection lead time, and season. The model uncertainty (green shaded area)
was the major source of the largest uncertainty for meanTa. The stochastic uncertainty
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(red shaded area) dominated the uncertainties for totPr and maxDa in many regions,
especially in the summer. The emission uncertainty made only a small contribution to the
precipitation-related indices, but it became the dominant source of uncertainty in projecting
the future meanTa.

In this study, CM values that represent long-term averages and their uncertainties
were quantified and compared. However, examining the climate variability that has
occurred over a period may be more central to understanding the extreme phenomena.
In particular, evaluating the impact of climate internal variability on future projections
of extreme precipitation is essential because it is irreducible and relatively difficult to
predict [66,79]. Therefore, further studies of the effects of climate variability on hydrological
regimes or extreme flow characteristics (e.g., frequency, intensity) could be conducted.

Future research into the hydrological impacts of climate will benefit from our findings.
Stakeholders and policymakers need to know how future projections of climate-related indices
lead to hydrological conditions on the microscale (e.g., dam inflow and flooding [80,81]), or
how differences in future projections between two CMIPs can affect hydrological outcomes.
Ultimately, to plan and propose future mitigation actions, we must decide whether policies
that are planned based on future projections using CMIP5 should be appropriately changed
or if they should continue to be employed, based on the updated CMIP6.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/w14182926/s1, Figure S1: Non-parametric kernel distribution for the FOCs of the CM values
over South Korea with scenario SSP5-8.5: (a) ERY, (b) MID, and (c) END. Each row plots correspond
to indices of meanTa, totPr, maxDa, and nonPr, respectively. The number of data points for making
distribution is 520 (40 locations × 13 (12 months + year)), Figure S2: Similar to Figure 4, but for
SSP2-4.5, Figure S3: Similar to Figure 4, but for scenario RCP 8.5 of CMIP5, Figure S4: Similar
to Figure 5, but for SSP2-4.5 in CMIP6 and RCP 4.5 in CMIP5, Figure S5: Non-parametric kernel
distribution for the FOCs of the UGCM values over South Korea with scenario SSP5-8.5: (a) ERY,
(b) MID, and (c) END. Each row plots correspond to indices of meanTa, totPr, maxDa, and nonPr,
respectively. The number of data points for making distribution is 520 (40 locations × 13 (12 months
+ year)), Figure S6: Similar to Figure 6, but for SSP2-4.5, Figure S7: Similar to Figure 6, but for RCP 8.5
of CMIP5, Figure S8: Similar to Figure 7, but for SSP2-4.5 in CMIP6 and RCP 4.5 in CMIP5, Figure S9:
Non-parametric kernel distribution for the FOCs of STOU values between future and control period
for scenarios of SSP5-8.5: (a) ERY, (b) MID, and (c) END. Each row plots correspond to indices of
meanTa, totPr, maxDa, and nonPr, respectively. The number of data points for making distribution is
520 (40 locations × 13 (12 months + year)), Figure S10: Similar to Figure 8, but for SSP2-4.5, Figure
S11: Similar to Figure 8, but for RCP 8.5 of CMIP5, Figure S12: Similar to Figure 9, but for SSP2-4.5 in
CMIP6 and RCP 4.5 in CMIP5, Figure S13: Similar to Figure 10 but for CMIP5, Figure S14: Similar
to Figure 12, but for CMIP5, Table S1. List of 40 locations over South Korea, Table S2. Comparisons
of the factor of change (FOC) computed as difference (for temperature) or ratio (for precipitation
indices) of CM, UGCM, and USTO values between future and control periods over the 40 locations
and 13 (12 months +1 year) between scenario RCP 8.5 for CMIP5 and SSP 5-8.5 for CMIP6.
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