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Abstract

:

This paper presents a set of computational tools specially developed for supporting the operation and management of water distribution systems towards digital transformation of water services. These tools were developed in the scope of two R&D projects carried out in Portugal, DECIdE and WISDom, during 2018–2022. The DECIdE project focused on the development of tools for importing cadastral and operational data, as well as on the three operational tools for supporting the performance assessment: the first allows the calculation of different key performance indicators, both at a global and sectorial level, which is an annual requirement of the water regulator, and the other two allow the calculation of the water and the energy balances and a set of complementary indices. The WISDom project aimed at the implementation of applications that directly address specific water utility needs, namely, the flow rate data processing, the optimal location of pressure sensors, the identification of critical areas in the distribution network for pipe burst location, and the prioritization of pipes for rehabilitation. Implemented tools are useful to support water utilities in the daily operation and management of their systems, being a step forward towards digital transformation of the water sector.
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1. Introduction


Acknowledging that the core business of water utilities is to provide drinking water and wastewater services to residential, commercial, and industrial sectors of the economy, information is the key element for operating and managing these services [1,2]. Water services bring together a wide variety of collected data (e.g., flow rate, pressure, energy consumption, end-user consumption) [3,4,5]. Depending on the water utility maturity level, different data can be collected with different acquisition frequencies, manually in situ by an operator (e.g., domestic consumption) or automatically by smart meters or by sensors installed in the systems (e.g., flow rate, pressure) [6]. Independently of the type of metering used, data are periodically collected and should provide good knowledge about water distribution systems (WDS). The fact is that big and disorganized data are generated daily and stored in dispersed information systems (IS), which turns the operation and management of WDS into a challenging and backbreaking task [7]. Many IS used by the utilities were reactively acquired to answer specific needs. Therefore, the efficiency of data management processes is often poor, especially in small- and medium-sized utilities, such as municipalities whose management is structured according to local government model conventions, where insufficient planning leads to a lack of integration that involves the information flows and their use [4].



An efficient and effective operation and management of WDS requires that the gathered and stored data can be combined into a single platform to help the utility managers and operators to address their operational and infrastructural problems, namely, related to assets’ ageing, non-revenue water, water stress and scarcity, and variability of hydrologic events from climate change, among others [8,9,10,11]. This process is typically called data integration. Additionally, the use of smart Internet of Things (IoT) devices to collect time series of different parameters (e.g., water quality, hydrometeorological data, flood data, water consumption) significantly increases the amount of data that is collected, processed, and stored [12,13]. Furthermore, data typically have several types of anomalies that ought to be automatically processed to avoid providing erroneous information and leading to inadequate decisions [12]. Therefore, these big data require the use of artificial intelligence (AI) techniques, such as data mining and machine learning, to extract relevant information and present them in a more user-friendly format that can assist utility experts in the decision-making processes. As a result, new tools and processes are needed to collect, gather, manage, analyze, and extract knowledge from existing data [5,14,15] and to assist decision-making processes [16].



For these tools and processes to effectively support the operation and management of WDS, it is also of the utmost importance that utility managers are open-minded and assume a proactive attitude in the use of these tools, otherwise, no knowledge or added value can be generated. For instance, flow rate or pressure data in specific locations are used solely for triggering automatic alarms of abnormal behaviors, whereas such data could also be used to locate and size the source of such abnormal events with the help of more advanced tools.



Water utilities need to climb a ladder with several steps to become a fully smart utility, each being step a small advance towards the digital transformation. Full water digitalization is envisioned as having a reliable virtual copy of the real system, capable of describing its behavior based on real-time monitoring and serving as a basis for experimentation and simulations [16,17,18], also called a Digital Twin of the WDS (DT-WDS). For example, the first step consists of just having the physical assets managed without any digital tool, the second step of having control and measuring devices and sensors to collect data from the physical systems, and the third step may be having communication technologies connected to the sensors and automation to control the system, and so on. This means that water utilities are at quite different digital maturity levels, notwithstanding most having to address similar daily problems and sharing the same challenges.



Despite this being one of the main research areas of the most mature utilities and much research having already been developed in this domain, the implementation of DT-WDS still faces major challenges related to the interoperability and integration of different IS, the definition of a common ontology between utilities, and the management of different digitization maturity levels [3,14,16].



Some of these challenges have been addressed by the authors in two projects, DECIdE and WISDom, funded by the Portuguese National Funding Agency for Science and Technology (FCT), carried out between 2018 and 2022. The first project, DECIdE—Multi-Criteria DECision Support Platform for Urban Water InfrastructurEs (accessible at https://decide.ips.pt/, accessed on 20 December 2022)—developed a platform for integrating data from different IS and calculating water and energy balances to support the annual reporting of key performance indicators (KPI) required by the Portuguese Water and Wastewater Authority (ERSAR). The second project, WISDom—Water Intelligence System Data (accessible at https://wisdom.ips.pt/, accessed on 22 December 2022)—developed several artificial intelligence techniques to extract knowledge from the data and to address several WDS problems, such as data processing and analysis [12], pressure sensor location [19], pipe burst detection [20] and location [21], pipe condition assessment [22], and water age performance assessment [23].



This paper aims to present a set of computational tools developed in the scope of referred projects that are made available for the scientific community or utilities in the projects’ websites, upon request. These tools were implemented as prototypes to test developed techniques and were specifically tailored for the five participating utilities that represent the reality of most small- and medium-sized European water utilities. The five utilities encompass urban and rural territorial topologies, with populations ranging from 3000 to 80,000 inhabitants and covering areas from 7 to 1232 km2. More detailed information about the participating water utilities can be found in the work of Carriço et al. [4].



The computational tools developed under the scope of the DECIdE and WISDom R&D projects are listed in Table 1, and these tools will be further detailed in the following sections.




2. Data Integration and Analytics Platform


Data integration depends on the technology used to collect and store data in the different IS. For example, data can be linked to a third-party application using interoperability web services (this technology may be called middleware data integration) or by an Extract, Transform, Load (ETL) process, which extracts data from a source system and loads the data after transformation into a target destination.



A computational platform was developed for the integration and analysis of data from the different IS used in five small- and medium-sized water utilities, with different digital maturity levels and information management processes, representative of the national and European water utilities. The platform allows importing data exported from geographic information systems (GIS), in the shapefile format, and measurements in spreadsheet format or text files. A dashboard was specifically developed to this end, in which the user may import the files and map the file content attributes with the data model elements. Once infrastructural data and measurements have been imported, the platform allows the performance assessment using one of three modules, namely, calculation of a set of performance indicators [24] (selected by the participating water utilities and necessary for the annual reporting to the ERSAR) and calculation of the water and energy balances. These balances allow the assessment of the water efficiency [25], and the energy efficiency associated with the water transport and distribution in the WDS [26]. The assessments can be carried out at both the system and sectoral levels (i.e., sector, subsystem, or district metering area). The three assessment modules follow a similar basic functional procedure:




	-

	
The user selects a given area of analysis (e.g., the complete system or a particular subsystem) and defines the period of analysis (e.g., 12 months).




	-

	
The platform prepares the required data for analysis by querying the database and performs necessary calculations for performance assessment (e.g., performance indicators, water and energy balance). For water and energy balances, the user has the possibility to validate and change the input values before the final calculation.




	-

	
The results are displayed in a user-friendly dashboard.









The input data for the water balance follow the IWA recommendations [25] and include the total system input volume of water, billed metered and unmetered consumption that is automatically fetched and summed by the platform, as well as additional values that should be introduced by the user (for instance, metering error percentage or estimation of non-authorized consumption). The same input data are used for the calculation of the energy balance, in addition to energy consumption and the hydraulic head in the pumping station, storage tank elevation and level, and consumers’ elevation data.



The dashboards include different types of graphical representations (e.g., bar graph, line, circular) and user-customizable filters (i.e., by analysis area, dataset and indicators, and time) for each of the performance indicators and balance analysis.



Figure 1 shows a screenshot of the window of the data integration module in the DECIdE platform, specifically the measurement importation module, whilst Figure 2 shows a screenshot of a result window of the water balance. More detailed information about this platform can be found in Carriço et al.’s work [7]. Note that this platform is developed in Portuguese, thus translated versions are presented herein.



The developed solution facilitates the data integration and the KPI calculation required of end-users (water utilities) to support the decision-making process and to annually report to the Water Authority. This platform may also be useful for any regional or national utilities needing data integration for combined analysis, such as sanitation services or irrigation projects.




3. Flow Rate Time Series Processing


The use of telemetry creates unprecedented opportunities for WDS operation and management, water demand management, leak detection and localization, and the recognition of anomalous events. The collected time series by the installed pressure sensors and flow meters result in big data with detailed and useful information on the system’s behavior and condition. However, these time series frequently present errors, namely missing, duplicate, or anomalous values. Processing the collected (raw) flow rate time series, before any use by engineering tools, is essential to ensure reliable data that do not compromise the success of the subsequent applications. Data processing usually requires identifying and removing outliers, normalizing the time step, and filling data gaps with reliably estimated values. Often, this time series processing is manually carried out, ultimately limiting the amount of data that can be simultaneously treated [27].



The implemented data processing tool is based on the methodology proposed by Ferreira et al. [6] that allows the automatic processing of flow rate time series with different characteristics (e.g., consumption pattern, data acquisition system, transmission settings), both for normal operating conditions and during the occurrence of abnormal events (e.g., pipe bursts). The methodology consists of a four-step procedure: (i) anomaly identification and removal, (ii) short-duration gap reconstruction, (iii) time step normalization, and (iv) long-duration gap reconstruction. In the first step, specifically developed tests are used for the automatic identification of the most common anomalies in flow rate time series due to acquisition and transmission problems (e.g., abnormally high and low values). Short-duration gaps are directly reconstructed in the second step using simple reconstruction techniques (e.g., linear interpolation). The time step normalization is carried out in the third step by a numerical procedure before the fourth step of the reconstruction process of long-duration gaps. This reconstruction uses a pattern model coupled with regression techniques (i.e., autoregressive integrated moving average, exponential smoothing).



The flow rate time series processing methodology was implemented in a computational application both as a desktop for Windows and web-based versions. The main functionality is the possibility to import a raw flow rate time series (in CSV or TXT format) to be processed using the developed methodology. Once the time series have been imported, a set of parameters necessary for the method is automatically suggested, by default, to the user, who has the possibility to accept or to change the value of each parameter. These parameters include the time step after normalization, and parameters related to thresholds for anomalous values’ identification (see parameter box on the right side of Figure 3). More details regarding the parameters of the processing methodology can be found in Ferreira et al.’s work [6]. Already processed flow rate time series of the same sensor can also be imported to be used in the reconstruction step.



Figure 3 presents the screenshot of the window for the tool for flow rate time series processing, specifically the web-based application available to use at: https://wisdom.ips.pt (accessed on 22 December 2022). The desktop version can be found in the GitHub repository at: https://github.com/Ferreira-B/Flowrate-time-series-processing (accessed on 23 December 2022).



The implemented data processing tool is very useful for preparing the time series to be used in different engineering applications, namely, hydraulic simulation, model calibration, or online burst detection, both in the daily operation of the water services and in the planning and management of future works and activities.




4. Optimal Number and Location of Pressure Sensors


The implemented tool, based on the methodology proposed by Ferreira et al. [19,28], allows the determination of the optimal number and the best location of pressure sensors for the simultaneous calibration of the hydraulic network model and the detection of pipe bursts. The methodology was implemented in a computational tool that uses the hydraulic simulation model and solves the optimization problem for different numbers of pressure sensors, evaluates the technical benefit of installing each set of pressure sensors using the hypervolume indicator, and determines the optimal number of sensors by the variation of the hypervolume. A set of optimal solutions is returned. The decision on the optimal solution results from the compromise of those two objectives and the maximization of the benefit of installing these costly devices.



Figure 4 shows a screenshot of the tool for the optimal number and location of the pressure sensors, available at: https://wisdom.ips.pt (accessed on 22 December 2022).



The developed tool directly helps water utilities to address a real-life problem that is often too complex to be solely solved by engineering judgment. The use of such a tool allows utilities to explore a higher number of solutions and, ultimately, increase the benefit of installing pressure sensors.




5. Identification of Critical Areas for Pipe Burst Location


The detection and location of pipe bursts in the shortest time possible is essential to reduce the water volume lost and can be achieved by using numerical methods and network-monitoring data. The ability to correctly locate the burst is directly related to the number and location of pressure sensors. As a result, bursts are more difficult to locate in certain zones of the network due to the topology of the system or the lack of nearby sensors. These zones, which are not sufficiently covered by pressure sensors, and in which burst location cannot be accurately identified, are herein referred to as critical areas.



The identification of such critical areas can be carried out by simulating a pipe burst event (i.e., using the hydraulic simulation model) in distinct network locations and by attempting to locate such simulated bursts in the network using a given advanced algorithm, for instance, inverse analysis, sensitivity-based methods, or classifier-based methods [29]. If the simulated event is correctly located, it means that a real event occurring in such a location can also be potentially located. On the other hand, if the simulated event is not correctly located, it means that a real event occurring in such a location cannot be located by using that algorithm with the available pressure sensor data. Repeating this procedure for every possible location of a burst in the network allows for identifying critical areas of the WDN in which pipe burst events would not be located. The aforementioned process could also be repeated by considering that the burst starts at distinct periods of the day, since the demand patterns may considerably vary, and which may affect the performance of the burst location method.



A computational tool was developed to carry out the aforementioned process. This tool uses a hydraulic simulation model of the network and the existing pressure sensors’ location. Currently, the tool only allows the simulation of one pipe burst event at a given location and with a given size. The pressure measurements generated by such a simulated event are then used by the advanced algorithm to locate such an event. The implemented advanced algorithm is based on a pattern recognition classifier (further details are presented in [29]), but distinct methods could be used (e.g., inverse analysis). The assessment of the correct burst location is given by the distance between the identified location and the correct location, measured along the network pipes (the shortest distance) or given by the Euclidean distance. When this distance is lower than a given threshold, the burst is considered correctly located. Critical areas can be identified by systematically simulating bursts in all potential locations. The implementation of this systematic procedure is currently under development.



Such areas can be subjected to further hydraulic studies, namely, to identify the location of pressure sensors or network sectorization to improve pressure management. The tool, shown in Figure 5, is available at: https://wisdom.ips.pt (accessed on 22 December 2022).




6. Prioritization of Rehabilitation Units for Interventions


The establishment of effective medium- and long-term rehabilitation strategies is essential to counter the continuous deterioration process of WDS as well as to ensure the infrastructure sustainability, the continuity of the supply, and the improvement of the quality of the provided service. The existing decision support methodologies in the literature commonly become impractical as they use single pipes as basic rehabilitation units. Water utilities plan and carry out rehabilitation activities in sets of contiguous pipes to meet the pre-determined available budget. Even if single pipes are identified as priorities, they generally do not cover the annual available budget and it is unrealistic to set up a work front to rehabilitate small sections of pipes scattered throughout the network. On the other hand, in the case of a burst in a single pipe, the entire segment (i.e., pipes connected between isolation valves) to which the pipe belongs will be taken out of service for repair or replacement. In this sense, it is appropriate to rehabilitate the segment, restoring the structural condition of all pipes.



A novel approach to support pipe rehabilitation has been developed to group network segments instead of grouping individual pipes and scheduling rehabilitation in a medium- and long-term perspective. This approach is divided into two main phases: the first is the definition of pipe grouping according to an available budget and contiguity (referred to as rehabilitation units), and the second is the interventions’ scheduling overtime according to predefined criteria, defined by Caetano et al. [30].



The methodology generically described above was implemented in a computational tool. This tool is useful for engineers and managers, aiding in the process of defining rehabilitation strategies, and being fully adaptable to the specifications of each utility (e.g., financial capabilities, O&M practices). Figure 6 shows the graphical interface of the tool which is available at: https://wisdom.ips.pt (accessed on 22 December 2022).




7. Discussion


7.1. Practicality of the Developed Tools


The presented computational tools correspond to a user-friendly implementation of advanced techniques and methodologies, developed by academia together with industry, in the scope of two R&D projects. In this regard, the developed tools are prototypes for testing the developed techniques, specifically tailored for the five participating utilities that represent the European reality in terms of small- and medium-sized services. By no means are these tools aimed to be commercial solutions. In this context, there are some aspects to be improved in the future concerning the presented tools, namely:




	-

	
The developed tools are usually very specific and require training to be used by utilities. This training can only be provided by the R&D team.




	-

	
As the project funding has ended, part of the R&D team is unavoidably dispersed (in particular, researchers on computer science and mathematicians), and thus, it is not easy to continuously carry out updates on these tools. However, the core R&D team, mainly composed of the authors of this paper, will pursue further developments in the scope of their doctoral projects and will continue to make efforts to raise more funding.




	-

	
Software and hardware limitations may affect the tools made available as, for instance, the university servers may not be capable of handling the expected traffic of free-to-use tools (especially when the provided service involves complex optimization or AI analyses).




	-

	
Problems with the standardization of input files may occur since the tools were developed to meet the requirements of specific utilities. In fact, certain details, data formats, or data specificities not considered in the five participating utilities may exist in other water utilities.









Nonetheless, several advantages can be pointed out from the development of these tools. First, there is the direct benefit not only to the five participating utilities that have tools specifically tailored to their problems but also to many other utilities that share similar engineering realities and scarce human, technological, and financial resources. Secondly, the smart tools developed under the national R&D projects’ funding are a starting point for software companies and digitally advanced water utilities to further enhance that software, addressing their concerns and challenges. In this regard, the collaboration between the industry and academia is essential to define the priorities for the industry and the state-of-the-art solutions by academia.



As referred, these tools are now freely available for the direct use of water utilities (e.g., in a computer application with a graphical user interface), and a special training course on Advanced Analysis of Water Distribution Systems will be offered in 2023, by the core R&D team of this research, for capacitating the water utilities and interested consultancy engineer staff to use these tools in the daily operation and management of their services or for making investment plans.




7.2. Envisioned Journey towards Digital Water Transformation


Nowadays, the operation and management of WDS have become a challenging task due to a huge amount of buried assets having been built decades ago and having bad operating conditions nowadays, the existing limitations of available budgets do not allow attending to all rehabilitation and maintenance needs, and a huge amount of data that are continuously generated, aiming to provide useful insights on system daily operation. Utilities currently struggle with several monitoring and information systems (IS) and with multiple computational tools (such as those presented herein) attempting to effectively and efficiently operate and manage their systems.



In the authors’ opinion, the DT-WDS will be the future for the operation, management, and planning of water utilities. Nevertheless, several challenges need to be overcome, such as data assimilation from different data sources, data quality and uncertainty, the need to forecast systems’ malfunctions based on accurate and real-time data, and computation time for some simulation scenarios. These challenges need further research from academia to help the industry to advance in knowledge and to improve the service provided to the users and save the scarce natural resource that is water, in particular, in countries where climate change leads to more frequent droughts and water scarcity.



To transform data into useful insights, the water utilities need to verify the quality of their collected data, aiming to avoid misinformation and always bearing in mind that “garbage in, garbage out”. Ultimately, effective digitalization requires the cultivation of good metadata management practices amongst water utility personnel [14].



Hydraulic models are often erroneously considered “simplified” versions of Digital Twins of WDS; nonetheless, currently, these are not fed with real-time data nor connected to existing IS, usually being used for running offline analyses [18,31]. Ideally, a hydraulic model should be automatically updated with processed real-time data and continuously calibrated to accurately describe the WDS behavior, being essential to efficiently anticipate, detect, and manage anomalous behaviors and to assist in real-time operation. Although distinct works can be found related to real-time hydraulic simulation [13,32,33,34], the main challenges still lie in the development of tools capable of discarding unrealistic calibration parameter values that may be obtained from measurements [32] and which will lead to misleading results. To the authors’ knowledge, no hydraulic model was used nor calibrated using real-time data, being one of the main challenges to developing tools capable of discarding unrealistic calibration parameter values that may be obtained from measurements [32] and that will lead to misleading results.



Most existing tools process stored offline data time series and are used when specific analyses are necessary (e.g., for demand forecasting). Utilities with telemetry systems use SCADA to monitor their networks, setting up alarms for when something is out of the expected range, often creating false alarms. The fact is that, despite the big historical data available, seldom utilities use these data for real-time decision-making and system operation considering the data management and analysis limitations of existing IS. The lack of suitable methods, algorithms, or tools has been a barrier to the usefulness of real-time data.



Real-time measurements generally present errors (e.g., duplicated values, negative values, high or low values), called outliers, caused by equipment failure, network coverage, or data corruption. These errors should ideally be automatically identified, removed, and corrected before the data are used in engineering applications (e.g., hydraulic modelling, anomalous event detection). The tools used should not ignore the time correlation. Regardless of the acquisition system, measurements may not be simultaneously transmitted from all sensors, but rather by batches of sensors (e.g., a few hundred sensors at a time step).



Missing data are ubiquitous in real-time monitoring systems, causing bias in any analysis based on those data. To deal with this, there are two basic tactics: removing and imputing. The former is rarely used, as it reduces the dataset’s size, causing information loss and irregular time series. The latter is the most effective option. Imputation algorithms should produce values matching the true data distribution, handle different types of data, and scale to larger datasets. Mean imputation is the most naive method, but it presents the worst performance since it ignores the link between close values. For real-time data, advanced data imputation algorithms should be used, such as Gaussian copula, temporal and spatial kNN, Hot Deck, multivariate imputation by chained equations, and recurrent neural networks.



An essential application of a DT-WDS is its short-term predictive capabilities. Considering that both real-time data and offline data from sensors are available, the Digital Twin can correctly predict the real network operation, assuming that no anomalous event is affecting the network. When the Digital Twin shows a different behavior (e.g., pressure at a node) compared to the real network, an anomaly may exist and affect the real network condition (e.g., unknown leak) or operation (e.g., wrong valve setting). Methods to detect anomalous events using offline time series can be adapted to be used in a real-time mode. Such techniques may include prediction and classification methods, statistical approaches, and unsupervised clustering techniques. Since the DT-WDS must reflect the current network behavior through real-time measurements, data quality is critical as raw data can be noisy, incomplete, and include various types of faulty measurements.



A DT-WDS can be used to run “what-if” scenarios of operations, to locate anomalous events, and to predict and prevent service failures (e.g., pump shutoff). Advanced data analytical tools (e.g., machine learning, optimization) may help in the daily operation of the WDS.



Many anomalous detection and location methods have also been developed, based on artificial intelligence (AI), inverse analysis, and data mining [35,36]. An anomalous event is usually characterized by an increase in water consumption which, in turn, leads to a decrease in the pressure-head in the surrounding area. This pressure drop is captured by installed sensors that can be used to infer the approximate location of the anomalous event in the network. To this end, clustering analysis of the network topology may be used to group the possible network locations (usually thousands of possible pipes) into a smaller number of sectors. Different techniques need to be studied, adapted, and compared, namely, graph-based proximity measures (e.g., proximity and adjacency matrices).



Water utilities have been using hydraulic models for several engineering applications and run simulations in batch mode with input parameters based on historical data. These models need to be updated using the data processed as explained previously, and real-time operational data from the real twin need to be periodically calibrated to accurately reproduce the network’s real behavior.



A Digital Twin of a WDS may also measure the performance state of a system by calculating KPI and, based on the overall information of the system, simulations of operation scenarios (e.g., valve settings) can be run to support operational decisions. The DT-WDS will automatically assess the current state of the WDS by determining KPI for a specified and regular time step with the available data. Examples of these KPIs are the percentage of real losses, normalized energy consumption, and the ratio of energy in excess. Some of these KPIs require the calculation of water–energy balances running the hydraulic model. For that, several tools should be coupled to enhance this capability, such as water and energy balances’ computation, optimization algorithms, and AI.



Notwithstanding the fast digital solution advances in recent years, the success of digital transformation in a water utility fundamentally relies upon the human element. Therefore, employees should be involved in the process and motivated to embrace this hard journey. Though enthusiasm is essential for digitalization, so is having knowledge and capabilities. In many water utilities, employees simply make spreadsheets and compile data for reports [37,38]. A water utility will be much more efficient, if its employees can explore the available data by using more advanced tools, for instance, machine learning or forecasting models. However, many water utilities face several difficulties in achieving their digital transformation, namely, ageing assets, ageing employees, and a lack of financial resources to invest.





8. Conclusions


This paper presented several computational tools developed under two FCT-funded R&D projects, which showed that there is a long road ahead in small- to medium-sized utilities towards full water digitalization. The tools developed and presented in this paper are a direct contribution to the digital transformation of utilities and should be able to be used in the daily management of their systems. These tools can have a direct impact on how WDS are managed, namely, by facilitating the data integration and KPI calculation required to support the decision-making process, by preparing time series to be used in different engineering applications, by increasing the benefit of installing pressure sensors, or by contribution of the planning process in defining rehabilitation strategies. However, for these tools to be properly used by the experts of the utilities, namely those of smaller size and with fewer financial resources, it is necessary to train them. Additionally, water utilities with fewer financial resources often have employees overloaded, which means that they lack the time to use the tools. In any case, it is considered that once tools are available and with the proper training, experts will use them very soon, even if only because of pressure from society because of the inefficiencies of these utilities in the use of resources.



The two projects have reached an end, but some R&D gaps of knowledge are still missing and should be addressed in the future, namely: (i) a lack of tools for the real-time processing of a massive amount of sensor data acquired with different measurement frequencies and synchronization times, (ii) the need for more accurate data-driven techniques to detect and locate anomalous events in real-time, (iii) a lack of knowledge on how to dynamically update and calibrate a hydraulic model for near real-time engineering applications, (iv) a lack of tools for the simulation of operation scenarios using near-real-time operational data, and (v) an absence of guidelines for creating tools based on experience-based knowledge.
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Figure 1. Screenshot of the window of data integration in the DECIdE platform. 
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Figure 2. Screenshot of the window of the water balance in the DECIdE platform. 
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Figure 3. Screenshot of tool for the flow rate time series processing. 
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Figure 4. Screenshot of tool for the optimal number and location of the pressure sensors. 
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Figure 5. Screenshot of tool for the identification of the critical areas for pipe burst location. 
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Figure 6. Screenshot of tool for the prioritization of rehabilitation units for interventions. 
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Table 1. Computational tools developed under the scope of the DECIdE and WISDom R&D projects.
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R&D Project

	
Computational Tool






	
DECIdE

	
Data integration and analytics platform




	
WISDom

	
Flow rate time series processing




	
Optimal number and location of pressure sensors




	
Identification of critical areas for pipe burst location




	
Prioritization of rehabilitation units for interventions
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