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Abstract: The phenomenon of algal bloom seriously affects the function of the aquatic ecosystems,
damages the landscape of urban river and lakes, and threatens the safety of water use. The introduc-
tion of a multi-attribute decision-making method avoids the shortcomings of traditional algal bloom
management that relies on manual experience. However, the weight-calculation part of this method
still receives the artificial influence of human factors, which reduces the accuracy and scientific rigor
of the decision. This paper presents a group decision-making method based on information self-
learning which makes decision weights automatically clustered and assigned. A general framework
of decision-making management is constructed for the algal bloom management process. In the
decision-making process, an improved density-based clustering algorithm is used to automatically
cluster and rank the decision data in the form of the three-parameter interval number, and ultimately
obtain the optimal management method that meets the management objectives. Finally, the method
was applied at the monitoring station of Sanjiadian Reservoir in Beijing, China. Based on the treat-
ment objectives and water quality monitoring data of the station, relevant experts were invited to
evaluate the management solutions, and the information self-organizing algorithm of this paper
was used to automatically rank the decision-making methods, and finally obtain the most suitable
management method for the station. Comparison with the water quality data and treatment inputs
after the previous man-made selection of treatment options, and discussion among experts, show that
the decision-making method is feasible and effective, and contributes to the sustainable treatment of
algal blooms.

Keywords: algal bloom management; group decision-making; clustering; decision-making support

1. Introduction

Eutrophication is a phenomenon in which, under the influence of human activities, a
large amount of nitrogen, phosphorus, and other nutrients required by living organisms
enters slow-flowing water bodies such as lakes, rivers, and bays, causing rapid reproduction
of algae and other plankton, a decrease in the amount of dissolved oxygen in the water
body, a deterioration of the quality of the water, and the death of a large number of
fish and other living organisms [1]. When eutrophication occurs in the lake, pollution is
formed by planktonic algal blooms. At present, the more common eutrophication problems
include Cyanobacteria, watermilfoil, floating weeds, black moss, and so on [2]. Algal blooms
not only threaten human health, but also adversely affect fisheries, industry, and the
ecological environment.

Algal blooms, influenced by climate, environment, and human activities, have been
observed in 126 out of 153 coastal countries [3,4]. The United States has experienced a
significant increase in harmful algal bloom events over the past three decades, with a
wider range of impacted resources and areas affected [5]. Globally, algal blooms and water
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eutrophication have become serious challenges, posing health risks to humans, livestock,
poultry, and aquatic organisms due to the toxins produced by certain algal species [6,7]. As
a result, governments, scientists, and all sectors of society around the world are striving
to find solutions to the problems of algal blooms and eutrophication of water bodies. The
Great Lakes region, located on the US–Canada border, faces challenges from algal blooms
due to high nitrogen and phosphorus levels in fertilizers. Governments have implemented
legislation and agricultural strategies to reduce the environmental impact [8]. The Han
River in Korea has experienced severe algal blooms due to pollution. Researchers have used
machine-learning algorithms to forecast blooms and developed software for monitoring
water quality [9]. Chiloé Island in Chile has a management crisis caused by harmful algal
blooms. An ecosystem-based approach using holographic biome data is being proposed as
government policy [10]. Two lake basins, La Brava and Los Padres, are highly susceptible
to pollution and algal blooms, which can lead to algal bloom outbreaks. By combining a
conceptual modelling tool (the DPSIR framework) with the development of a quantitative
model (the Multi-Criteria Decision Making Model), the researchers propose a methodology
for assessing water pollution problems that provides a practical and flexible assessment
tool for the integrated assessment of eutrophication and agrochemicals in shallow lakes
that depend on groundwater, as well as guidelines for decision-making environmental
managers in developing countries in the context of medium-sized cities [11].

Currently, agal bloom treatment methods mainly focus on four categories: physical,
chemical, biological, and ecological [12]. Physical methods include mechanical salvage, air
flotation, ultrasonic, adsorption, filtration, and so on [13–16]. Chemical methods mainly
refer to the use of chemical algaecides and flocculants to achieve the effect of algae removal
and inhibition. At present, most algaecides in China use copper salts [17]. The use of
flocculants added to the water body can coagulate the algal blooms, form precipitation,
and remove them [18]. Physical and chemical control methods play a role in many specific
environments, but most of them are costly, inefficient, and ecologically damaging compared
to biological control methods. Biological methods include aquatic plant management,
biological filter feeding, algae management, and microbiological management [19–23].

The advantages and conditions of each method are different, so it is a crucial task to
scientifically judge the generation of algal blooms and automate the selection of treatment
options to achieve timely and efficient treatment of the algal blooms [24,25]. Most water
management departments rely on manual experience for algal bloom management, lacking
theoretical support and standardized decision-making mechanisms [26]. Human experience
in decision-making has many disadvantages, such as overlooking important information
and leading to inconsistent results. Data-driven automated rational decision-making offers
a more accurate basis through extensive data analysis, in contrast to relying solely on
human experience [27–29].

The introduction of multi-attribute decision-making methods addresses the shortcom-
ings and deficiencies of relying on manual experience. Multiple-attribute decision-making
integrates and ranks criterion values under multiple criteria, providing a structured ap-
proach for complex decision-making [30]. It involves obtaining decision information,
including attribute weights and values, and assembling the information to rank and select
options [31,32]. Over the years, various methods have been developed, such as the Analytic
Hierarchy Process (AHP) by T.L. Saaty and the TOPSIS method by C.L. Hwang [33,34]. C.L.
Hwang developed the TOPSIS method in 1981, focusing on determining an ideal point for
evaluation [35]. In recent years, due to the complexity and uncertainty of objective things as
well as the ambiguity of human thinking, the study of uncertain multiple-attribute decision-
making problems has attracted extensive attention from the academic community [36].
Multiple-attribute decision-making has also evolved to encompass fuzzy clustering, gray
fuzzy comprehensive evaluation, and innovative clustering methods [37–42].

Previously, other members of our team did exploratory research on the decision-
making problem of algal bloom management methods. Yuting Bai [43] introduced the con-
cept of hierarchical decision-making into algal bloom management for the first time, based
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on which, the multi-objective decision-making method based on vague sets and the multi-
attribute decision-making method based on the real-time data for algae bloom management
have been studied respectively. Yang et al. [44] proposes quantitative calculation methods,
including expert selection and opinion integration, and used the form of the two-tuple
linguistic to express and calculate the decision-making opinions. Wang Xiaoyi et al. [45]
proposed a group decision-making method based on heterogeneous in-formation from
multiple sources, using clustering and TOPSIS methods to achieve the synthesis of different
types of decision-making data.

All of these studies adopted the method of group decision-making. Group decision-
making can integrate the diverse perspectives and experiences of different members to
allow for a more comprehensive analysis that can help identify the best solution to a
problem. It can reduce the subjective bias and blind spots of individuals, improve the
objectivity and fairness of decision-making, and reduce the possibility of serious errors in
decision-making. After the research, it is found that the problem of algal bloom outbreaks
has been paid attention to all over the world, and researchers have conducted in-depth
analyses of the causes of algal bloom outbreaks, and some of them have focused on the
mechanism of algal bloom management methods, but most of the decision-making of water
bloom management in most of the regions still relies on human decision-making, which is
mainly based on experience and common sense, and has not gone through the rigorous
analysis of data; therefore, this method makes it difficult to cope with the complexity of the
problem or unknown problems, and is highly susceptible to the interference of subjective
factors. The previous explorations of our team members mainly focused on introducing
rational decision-making into the decision-making of algal bloom, and developed a de-
tailed decision-making process, which laid a good foundation for the subsequent in-depth
research. Although these studies have used multiple-attribute decision-making, they have
not conducted in-depth research on the weighting problem in the decision-making process;
most of the weights are given by human beings, and the calculation process is relatively
vague, which does not take advantage of the objective data statistics and analyses.

In the research on multi-attribute decision-making methods, most scholars focus on the
proposal and optimization of decision-making structural models and introduce fuzzy theory
into decision-making in a way that is more flexible and closer to human cognition. Therefore,
it is very reliable to introduce the multi-attribute decision-making method into the decision-
making of algal bloom. Aiming at the characteristics of algal bloom decision-making with
many management methods and rich management objectives, this study invites several
water environment experts to make group decision-making, and their decision-making
opinions are shown in a richer and more detailed expression—a three-parameter interval
number. A density-clustering algorithm is introduced in multi-attribute decision-making,
using its information self-learning characteristics to automatically obtain the weight infor-
mation of different experts and methods, so that the decision-making information of each
expert plays a different role. Finally, it obtains the comprehensive ranking results of the
methods under the influence of multi-objectives, decides on the best management method,
and realizes scientific automatic rational decision-making.

Aiming at the above difficulties in decision-making, we introduce the multi-expert-
group processes method in decision-making, The use of group processes allows for the
synthesis of various views and experiences and determine the weights more objectively.
Information self-learning algorithms are integrated into multi-objective decision-making to
automatically select from a certain number of alternatives that can fully meet the given goal.
On the issue of fuzziness, the evaluation index is transformed into the three-parameter inter-
val number, which can provide a more accurate and comprehensive result, and optimize the
overall decision-making algorithm by combining the characteristics of the three-parameter
interval number, so that the decision-making of the algal bloom management can be made
more accurately and scientifically. Finally, we describe the proposed method to study the
Sanjiadian Reservoir in Beijing.
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The rest of this paper is organized as follows. Section 2 introduces the problem, source
information, and the main method. In Section 3, the whole decision-making process is
presented, along with the case study of Sanjiadian Reservoir. Furthermore, the method and
results are discussed. Finally, the conclusions are presented in Section 4.

2. Materials and Methods
2.1. Decision-Making Tool Structure

For the sustainable management of algal bloom in urban lakes, a suitable and optimal
management method should be selected first. The optimal choice of the method is the
decision problem studied in this paper.

First of all, the water environment monitoring technology and system is used to
monitor the water quality, obtain and analyze the parameters that characterize the status
of algal bloom, including water quality, hydrological data, and meteorological conditions,
and promptly classify the monitoring results according to the standard of algal bloom
classification based on the level, if the status of algal bloom is normal, then continue
to monitor it, and if the level of the status of algal bloom has reached the alert value,
then immediately enter the emergency state, and analyze the decision-making through
the system to obtain the best method for the emergency situation. The inputs to the
decision-making model and algorithm include quantitative water quality parameters, and
the subjective opinions of experts and management objectives, which can result in the
decision values under the influence of the decision-making objectives, and ultimately
provide the results of the advantages and disadvantages of the management programs to
the decision-makers of the environmental protection department.

Based on the decision model established in this paper, the decision matrix is estab-
lished. There are K decision experts to be selected and the expert set is E = {E1, E2, · · · , EK} .
There are management methods that can be selected and they form the alternative set
A = {A1, A2, . . . , Ai}. Experts will assess the alternatives from the objectives, and the ele-
ments are named as decision objectives. The decision objective set is C =

{
C1, C2, · · · , Cj

}
.

For each expert, opinions can be organized in a decision matrix:

Rk =


[
rl

11, r∗11, ru
11

]
. . .

[
rl

1j, r∗1j, ru
1j

]
...

. . .
...[

rl
i1, r∗i1, ru

i1

]
· · ·

[
rl

ij, r∗ij, ru
ij

]
 (1)

where k is the sequence number of the expert and the matrix element indicates the degree
of satisfaction of the i-th method to the j-th objective. The experts give the degree of
satisfaction of each method for the different objectives in the rating scale. The form of
evaluation in this paper is expressed in terms of the number of a three-parameter interval
number, which covers the information more comprehensively and allows the experts to
give a more fine-grained description of the evaluation of the methods.

The main tasks of the paper are two. First, integrate the experts’ evaluations of each
method, and in the process of integration, use the information self-learning ability of the
improved the density-based spatial clustering of applications with noise (DBSCAN) to
obtain the weights automatically. Secondly, the results of multi-objective, multi-expert
cluster decision-making are obtained, and the integrated evaluation values of each method
are ranked using the likelihood ranking method based on the three-parameter interval
number to obtain the final decision-making results.

2.2. Study Area and Experimental Data

This paper analyzes the Sanjiadian Reservoir in Mentougou District, Beijing as an
example, proving that this decision-making method can be clearly and accurately applied
in the management of Sanjiadian waters, and that the method can be applied in other
similar management.
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Beijing’s Sanjiadian Reservoir, located west of Sanjiadian Village in Mentougou District,
is a large-scale water conservancy hub project on the main stream of Yongding River.

Sanjiadian Reservoir stops the Yongding River, so that the rushing river water can rest
for a long time and achieve precipitation purification here. At present, the water quality of
Sanjiadian Reservoir reaches the standard of three types of surface water, which basically
meets the water quality requirements of drinking water sources, and is ready to activate
the Guanting Reservoir at any time to supply water to the urban area in case of emergency.

The vertical pole water quality automatic monitoring equipment is installed on the
shore of the study waters, and the overall system contains water quality monitoring sensors
and automatic water quality analyzers, which performs the acquisition of water quality
data once an hour, with reference to the local water quality parameter standards, and sets an
early warning threshold for the management decision-making system, which is activated if
the early warning threshold is exceeded, or else the monitoring is continued. The real-time
water quality monitoring data for this example is shown in Table 1, in which DO (Dissolved
Oxygen) and Chl_a (Chlorophyll a) are the main characteristic indicators triggering the
growth of algae, and decision-making is carried out once the real-time concentration of DO
and Chl_a reaches the early warning threshold (at 15:00).

Table 1. Real-time monitoring data for the Sanjaya Reservoir study area on 28 October 2021.

Time Temperature (◦C) pH DO (mg/L) NO3-N (mg/L) NH3-N (mg/L) Chl_a (µg/L) TP (mg/L)

6:00 11.1 9.7 12.10 2.98 0.08 28.5 0.13
7:00 11.6 9.8 11.90 3.0 0.09 27.4 0.16
8:00 12.1 9.8 11.90 2.91 0.09 29.6 0.19
9:00 12.6 9.6 11.80 2.96 0.09 30.3 0.2
10:00 13.0 9.4 11.70 2.87 0.10 32.6 0.22
11:00 13.4 9.2 11.60 3.03 0.10 32.5 0.41
12:00 13.8 9.0 11.60 2.94 0.10 35.8 0.23
13:00 14.2 8.7 11.50 2.96 0.11 37.5 0.26
14:00 14.5 8.6 11.30 2.99 0.11 38.2 0.59
15:00 14.9 8.5 11.30 3.05 0.12 33.6 0.11

In the decision-making process, it is necessary to select experts whose professional
ability matches the decision-making needs from a number of alternative experts to provide
experiential knowledge. Therefore, we screened and selected the experts in the early
stage, and selected 9 experts as the evaluation experts of this decision-making system from
50 experts based on their education level, professional title, and relevance to the paper.
The experts need to evaluate the management method to satisfy different management
objectives. The evaluation is carried out in the form of three-parameter interval number
results, and the specific evaluation results are shown in Table 2.

Table 2. Results of an expert evaluation (A = management methods, C = decision objective).

C1 C2 C3 C4 C5

A1 (0.68,0.7,0.8) (0.82,0.85,0.9) (0.83,0.85,0.9) (0.87,0.9,1) (0.1,0.15,0.25)
A2 (0.4,0.45,0.6) (0.5,0.5,0.5) (0.5,0.5,0.5) (0.83,0.85,0.9) (0.68,0.7,0.85)
A3 (0.82,0.85,0.9) (0.42,0.45,0.6) (0.46,0.5,0.5) (0.68,0.7,0.85) (0.43,0.45,0.58)
A4 (0,0.15,0.18) (0.5,0.5,0.5) (0.68,0.7,0.85) (0.43,0.45,0.6) (0.5,0.5,0.5)
A5 (0.57,0.6,0.8) (0.88,0.9,1) (0,0,0) (0.82,0.85,0.9) (0.48,0.5,0.5)
A6 (0.48,0.5,0.5) (0.82,0.85,0.9) (0,0.15,0.12) (0.42,0.45,0.6) (0.44,0.45,0.6)
A7 (0.1,0.15,0.3) (0.25,0.3,0.45) (0.4,0.45,0.6) (0.41,0.45,0.6) (0.55,0.6,0.8)
A8 (0.85,0.9,1) (0.6,0.75,0.8) (0.86,0.9,1) (0.1,0.15,0.3) (0.45,0.5,0.5)
A9 (0.82,0.85,0.9) (0.57,0.6,0.8) (0.82,0.85,0.9) (0.13,0.15,0.3) (0.82,0.85,0.9)

2.3. Decision-Making Framework

In recent years, the research on decision-making theory and methods has developed
in the direction of information and intelligence. In the era of information intelligence,
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scientific decision-making should be done in such a way as to take full account of the
empirical knowledge of managers and experts, water pollution control objectives, and the
real-time environment of lakes and reservoirs, which involve a wide range of sources and
types of information, and the decision-making mechanism of algal bloom control needs to
solve the problem of comprehensive processing and analysis of diversified information.

The initiation of the decision-making process for algal bloom management is deter-
mined by the bloom outbreak, and algal bloom in rivers and lakes generally pass through
the germination stage, growth stage, outbreak stage, and extinction stage. Based on the
analysis and judgement of the water quality monitoring information, the growth status of
the bloom can be determined, and when the main phenological indicators of the bloom
exceed the preset thresholds, the treatment decision-making method is initiated.

Based on the decision-making model, the evaluation information of experts in water
environment management and the real-time water quality monitoring data are used as
inputs for the decision-making algorithm. The results of ranking the pros and cons of the
management methods that have taken into account the decision-making objectives and
are in line with the current state of water quality can be obtained, and the results can be
used as a reference for the main body of the decision-making process. The decision-making
process for emergency management of river and lake algal bloom is shown in Figure 1.
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Figure 1. General process of group decision-making for algal bloom management.

The decision-making process has three main components. The yellow block is the
real-time monitoring of water quality status. The processing of expert opinions and the cal-
culation of target weights is shown in the green blocks, and the blue block is the calculation
of target weights and the integration and ranking of decision-making opinions.

2.4. Conversion Method for Three-Parameter Interval Number

In the group decision-making process, due to the complexity and uncertainty of the
decision problem and the differences in the personal preferences of the decision makers, it
is often impractical to use a deterministic form of preference to portray a complex problem,
and mathematical methods of uncertainty, such as interval numbers, fuzzy numbers,
random variables, etc., have been widely used in the field of decision-making.

The source of information for decision-making on algal bloom management is the
decision-making evaluation opinions of experts, and it is set up to invite a number of experts
in the field to publish their decision-making opinions on the same lake and reservoir algal
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bloom management problem, the expert set is E = {E1, E2, · · · , EK} . In order to facilitate
computer processing, the form of the statements in which the experts expressed their
opinions was restricted, and all of them were in the form of a three-parameter interval
number. A three-parameter interval number means that three parameters are used to
represent an interval number, for example

[
al , a∗, au

]
and al ≤ a∗ ≤ au, where, and are

the upper and lower limits of the interval, a∗ is the most probable number in the interval,
called the center of gravity of the interval.

The method covers the information more comprehensively and enables the experts to
describe the evaluation of the method more finely. Compared with the traditional interval
number representation, the three-parameter interval number is simple to compute and
can be easily used for basic operations such as addition, subtraction, multiplication, and
division, and is also adapted to fields such as fuzzy mathematics and grey theory. When
there are outliers or errors in the data, this interfering information can be better eliminated,
providing a more robust description of the data. Three-parameter interval numbers are
widely used in practical applications and have many advantages.

For three-parameter interval numbers, there are the following algebraic algorithms as
shown in Equations (2)–(5).

There are two three-parameter interval numbers, α =
[

al , a∗, au], β = [bl , b∗, bu
]
.

Addition: [
al , a∗, au] + [bl , b∗, bu] = [al + bl , a∗ + b∗, au + bu

]
(2)

Subtraction: [
al , a∗, au]− [bl , b∗, bu] = [al − bl , a∗ − b∗, au − bu

]
(3)

Multiplication: [
al , a∗, au]•[bl , b∗, bu] = [albu, a∗b∗, aubl

]
(4)

Division: [
al , a∗, au]/[bl , b∗, bu] = [al , a∗, au]•[1/bu, 1/b∗, 1/bl

]
(5)

2.5. A Multiple-Attribute Decision-Making Approach Based on Self-Information

Multiple-attribute decision-making is the process of integrating and ranking the crite-
rion values of multiple solutions under multiple criteria. In decision-making for a particular
problem, the goal that is usually set after the problem is solved, so it is hoped that the
final selected method can satisfy the given goal, and the method of multiple-attribute
decision-making is to select the method that can comprehensively satisfy the given goal
from a certain number of alternatives through a certain method.

In order to overcome the limitation of individual experience knowledge and improve
the reliability and comprehensiveness of decision-making opinions, multiple experts are
invited to express decision-making opinions in group decision-making. In order to achieve
the fusion of expert opinions, this paper proposes a group decision-making method based
on DBSCAN. The algorithm framework is shown in Figure 2. First, cluster the evaluation
information of k experts of method i. According to the clustering results, different weights
of the class clusters are automatically obtained, and finally all the class clusters are weighted
and summed up, so as to complete the fusion calculation of expert opinions.

DBSCAN (Density-Based Spatial Clustering of Applications with Noise) is a very
typical density-based clustering algorithm [46]. DBSCAN is capable of automatically
determining the number of clusters based on the distribution of the data, and it can discover
clusters of arbitrary shape. It defines a cluster as the largest set of densely connected points.
The core idea of DBSCAN is to define a density threshold by setting a radius (r) and a
minimum number of points (minPts) to classify the data points into core point, border
point, and outlier as shown in Figure 3.
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In the figure, A is the core point, the number of points in the radius r around it is
greater than or equal to the minimum number of points (minPts), then these points will
be classified as a cluster. B and C represent the border points, the number of points in
the radius r around it is less than the minPts, but it belongs to the boundary of a certain
cluster and will be classified into this cluster. N is the noise point, the radius r around it
is also less than the minPts, is regarded as outliers or noise points, and does not belong
to any cluster. N is an outlier, the number of points in radius r around it is also less than
the minPts, it is regarded as an outlier, and it does not belong to any cluster. DBSCAN
algorithm does not need to pre-specify the number of clusters and the shape of the clusters,
but it is automatically determined by the density threshold, so for some complex datasets,
DBSCAN can achieve better results than the traditional clustering algorithm.

The original DBSCAN algorithm uses the formula for calculating the Euclidean dis-
tance, and the data in this study is in the form of a three-parameter interval number; in
order to take advantage of this interval number, we improve the algorithm of DBSCAN.
When calculating the distance, different weights are given to the upper and lower limits
and the center of gravity, and it is guaranteed that the center-of-gravity point has the largest
weight; this distance formula can be adjusted according to the decision-maker’s experience
and risk appetite, and the improved distance algorithm is shown in Equation (6).
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i.e., ã =
[

al , a∗, au
]
, b̃ =

[
bl , b∗, bu

]
d
(

ã, b̃
)
= α

∣∣∣al − bl |+ β|a∗ − b∗|+ (1− α− β)|au − bu
∣∣∣ (6)

The multi-objective decision-making steps based on self-learning of information are
given according to the algorithm of the three-parameter interval number.

• First step: Determination of target factors and weighting sets

According to the algal bloom management objectives, determine the decision-making
objectives of the factors affecting: the overall input scale, the degree of bloom clean-up,
the degree of environmental impact, management efficiency, the degree of sustainable
development. According to the different management objectives of different regions, i.e.,
the importance of each influencing factor in the judgement process, the weight of each
objective is given by the managers and experts according to the actual situation, and then
aggregated and totaled to obtain the weights of the objective factors. Expressed in the form
of three-parameter interval numbers as (7)

Ã⊗ =
{[

al
1, a∗1 , au

1

]
,
[

al
2, a∗2 , au

2

]
· · ·

[
al

m, a∗m, au
m

]}
(7)

Normalize to obtain [47], This is example (8) of an equation:

W̃⊗ =
{[

wl
1, w∗1 , wu

1 ], [w
l
2, w∗2 , wu

2 ] · · · [wl
m, w∗m, wu

m

]}
wl

i = al
i/

m
∑

i=1
a∗i , w∗i = a∗i /

m
∑

i=1
a∗i , wu

i = au
i /

m
∑

i=1
a∗i (i = 1, 2, I, m)

(8)

• Second step: Establishment of a judgement matrix

The judgement matrix representation is a mapping relationship between the set of
options and the set of objectives, i.e., the degree to which an option satisfies a certain
objective factor. It is given through experts based on practical experience and engineering
reality, and is expressed in terms of the number of triple-endpoint intervals as Equation (9)

R̃⊗ =



[
rl

11, r∗11, ru
11

] [
rl

12, r∗12, ru
12

]
· · ·

[
rl

1n, r∗1n, ru
1n

][
rl

21, r∗21, ru
21

] [
rl

22, r∗22, ru
22

]
· · ·

[
rl

2n, r∗2n, ru
2n

]
· · · · · · · · · · · ·[

rl
m1, r∗m1, ru

m1

] [
rl

m2, r∗m2, ru
m2

]
· · ·

[
rl

mn, r∗mn, ru
mn

]

 (9)

• Third step: Conducting a comprehensive judgement

A combined judgement based on W̃
⊗

and R̃
⊗

yields a vector of three endpoint interval

numbers. This is example (10) of an equation:

B̃⊗ = W̃⊗ ◦ R̃⊗
=

{[
wl

1, w∗1 , wu
1 ], [w

l
2, w∗2 , wu

2 ] · · · [wl
w, w∗w, wu

w

]}

◦



[
rl

11, r∗11, ru
11

] [
rl

12, r∗12, ru
12

]
· · ·

[
rl

1n, r∗1n, ru
1n

][
rl

21, r∗21, ru
21

] [
rl

22, r∗22, ru
22

]
· · ·

[
rl

2n, r∗2n, ru
2n

]
· · · · · · · · · · · ·[
rl

m1, r∗m1, ru
m1

] [
rl

m2, r∗m2, ru
m2

]
· · ·

[
rl

mn, r∗mn, ru
mn

]


=

{[
bl

1, b∗1 , bu
1 ], [b

l
2, b∗2 , bu

2 ] · · · [bl
m, b∗m, bu

m

]}
(10)
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Since the normalization of the weight set W̃
⊗

is only to the center of gravity of the

interval, and the upper and lower bounds do not satisfy the normalization condition at the
same time, the center of gravity and the upper and lower bounds are calculated separately.
For the calculation of the center of gravity, the operator (•,+) is used in order to retain as
much information as possible, while for the upper and lower bounds the operator (•,⊕) is
used [48]. This is shown as Equations (11)–(13):

b∗j =
m

∑
i=1

w∗i r∗ij (i, j = 1, 2, . . . n) (11)

bl
j =

m
⊕

i=1
wl

ir
l
ij = 1∧

m

∑
i=1

wl
ir

l
ij (i, j = 1, 2, . . . n) (12)

bu
j =

m
⊕

i=1
wu

i ru
ij = 1∧

m

∑
i=1

wu
i ru

ij (i, j = 1, 2, . . . n) (13)

• Fourth step: Information self-learning using DBSCAN

The comprehensive judgement data is used as input for the density-based cluster-
ing algorithm for clustering, and the weights are automatically obtained based on the
clustering results.

The training algorithm is as follows (Algorithm 1):

Algorithm 1: Self-learning algorithm for expert evaluation information

Input: DB: Database, ε:Radius, minPts: Density threshold, dist: Distance function.
Data: label: Point labels, initially undefined.
Output: (Weighted data, cluster).
foreach point p in database DB do

if label(p) ̸= undefined then continue
Neighbors N← RangeQuery(DB, dist, p, ε)
If |N| < minPts then

Label(p)← Noise
noise number + 1
noisy+ = p
continue

c← next cluster label
label(p)← c
Seed set S← N\{p}
foreach q in S do

if label(q) = Noise then label(q)← c
if label(q) ̸= undefined then continue
Neighbors N← RangeQuery(DB, dist, q, ε)
Label(q)← c
If |N| < minPts then continue
S← S ∪ N
number + 1
all+ = q
r = all/q

end for
return r, number

end for
R = (r × number) + (noisy × noise number)
Return R
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Through the above algorithm, the number of clusters is q and the number of the point
in the cluster is qi. In order to obtain the final evaluation value of the method, the weight of
the noise cluster is set to 0.1. The weight for the other clusters is shown as Equation (14)

Wi =
qi

all − noise number
(1− 0.1) (14)

Calculate the centroids of various clusters cenqi =
(
xqi,yqi, zqi

)
. The evaluation value

of the final method is the weighted sum of each centroid and shown as Equation (15)

Result =
n

∑
i=1

Wicenqi (15)

The evaluation information of each method is automatically clustered and the weights
are obtained to achieve the self-learning of the information of the method agglomeration,
and, finally, the comprehensive evaluation value of R each method by k experts can be
obtained.

• Fifth step: Ordering of three-parameter interval numbers

Selection of the optimal method from the results of the three-parameter interval
number vector requires that the comprehensive evaluation value be ranked according to a
certain method, and the method corresponding to the largest interval number obtained is
the optimal method. In this paper, we refer to the ranking method based on the likelihood
degree of the number of three-endpoint intervals established in the literature [49]. The
method takes into account the three characteristic quantities of the three-parameter interval
number: the midpoint, the interval length, and the center of gravity, which is more in line
with the needs of objective reality.

i.e., Number of two three-parameter intervals: ã =
[

al , a∗, au
]
, b̃ =

[
bl , b∗, bu

]
and

l(ã) = au − al , l
(

b̃
)
= bu − bl , m(ã) = al+au

2 , m
(

b̃
)
= bl+bu

2 .
The possibility function is shown as Equation (16)

P
(

ã ≥ b̃
)
= min(1, max(

m(ã)−m
(

b̃
)
+ a∗ − b∗

l(ã) + l
(

b̃
) +

1
2

, 0)) (16)

It can be seen by the nature that two interval numbers can be sorted according to
whether the likelihood is greater than 0.5. In accordance with the above method, the final
evaluation results of each method are ranked to arrive at the ranking likelihood matrix.
This is shown as Equation (17). Obtaining the ranking of the methods through the matrix

P =

p11 . . . p1n
...

. . .
...

pn1 · · · pnn

 (17)

3. Results and Discussion

According to the decision-making mechanism for algal bloom management, the
decision-making process starts when the real-time data reaches the set threshold. In
accordance with the decision-making management framework, experts are first asked to
provide an evaluation of the set options based on the current lake status and to rank the
management options according to the management needs of the area. In this section, the
experimental results are presented using Sanjiadian Reservoir as an example.

The water of the Sanjiadian Reservoir on the Yongding River flows into Beijing from
the Youzhou Gorge in Guanting Town, Huailai, Hebei Province. After investigation,
most of the algae in this water area are harmful cyanobacteria such as Microcystis. In the
study of Sanjiadian Reservoir, the decision-making target set {overall input scale, degree
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of bloom clean-up, degree of environmental impact, treatment efficiency, and degree of
sustainability}, the alternative set {salvage machinery, air flotation, ultrasonic method,
adsorption method, algaecide, coagulating sedimentation, electrochemical, algophagous,
and Microorganisms}, and the seven experts were selected from a large number of experts,
and the opinions were obtained in the form of a moderated questionnaire.

According to the decision-making steps, first we obtain the objective weight set,
according to the location and function of Sanjadian Reservoir, the weight set of the five
management objectives is Ã

⊗
= {(0.4,0.5,0.55), (0.3,0.44,0.56), (0.45,0.5,0.6), (0.2,0.3,0.35),

(0.1,0.25,0.3)}, perform normalization calculations is W̃
⊗

= {(0.2,0.25,0.27), (0.15,0.22,0.28),

(0.22,0.25,0.3), (0.2,0.15,0.17), (0.05,0.12,0.15)}.
The judgement matrix R̃

⊗
is converted from the evaluation of the options by each expert,

and Table 3 shows a table of the evaluation of the options by some of the experts.

Table 3. Table of expert evaluation of the extent to which each option meets the different objectives.

C1 C2 C3 C4 C5

k1

A1 (0.68,0.7,0.8) (0.82,0.85,0.9) (0.83,0.85,0.9) (0.87,0.9,1) (0.1,0.15,0.25)
A2 (0.4,0.45,0.6) (0.5,0.5,0.5) (0.5,0.5,0.5) (0.83,0.85,0.9) (0.68,0.7,0.85)
A3 (0.82,0.85,0.9) (0.42,0.45,0.6) (0.46,0.5,0.5) (0.68,0.7,0.85) (0.43,0.45,0.58)
A4 (0,0.15,0.18) (0.5,0.5,0.5) (0.68,0.7,0.85) (0.43,0.45,0.6) (0.5,0.5,0.5)
A5 (0.57,0.6,0.8) (0.88,0.9,1) (0,0,0) (0.82,0.85,0.9) (0.48,0.5,0.5)
A6 (0.48,0.5,0.5) (0.82,0.85,0.9) (0,0.15,0.12) (0.42,0.45,0.6) (0.44,0.45,0.6)
A7 (0.1,0.15,0.3) (0.25,0.3,0.45) (0.4,0.45,0.6) (0.41,0.45,0.6) (0.55,0.6,0.8)
A8 (0.85,0.9,1) (0.6,0.75,0.8) (0.86,0.9,1) (0.1,0.15,0.3) (0.45,0.5,0.5)
A9 (0.82,0.85,0.9) (0.57,0.6,0.8) (0.82,0.85,0.9) (0.13,0.15,0.3) (0.82,0.85,0.9)

k2

A1 (0.95,1,1) (0.88,0.9,1) (0.82,0.85,0.9) (0.87,0.9,1) (0.1,0.15,0.3)
A2 (0.12,0.15,0.3) (0.57,0.6,0.75) (0.6,0.7,0.85) (0.83,0.85,0.9) (0.5,0.5,0.5)
A3 (0.6,0.75,0.8) (1,1,1) (0,0.05,0.15) (0.8,0.85,0.9) (0.45,0.5,0.55)
A4 (0.5,0.5,0.5) (0.5,0.5,0.5) (0.68,0.7,0.85) (0.43,0.45,0.6) (0.5,0.5,0.5)
A5 (0.57,0.6,0.8) (0.82,0.85,0.9) (0,0.12,0.15) (0.42,0.45,0.6) (0.4,0.45,0.6)
A6 (0.48,0.5,0.5) (0.82,0.85,0.9) (0,0.15,0.12) (0.42,0.45,0.6) (0.44,0.45,0.6)
A7 (0,0.1,0.15) (0.25,0.3,0.45) (0,0.13,0.15) (0.4,0.45,0.6) (0.6,0.7,0.8)
A8 (0.85,0.9,1) (0.6,0.7,0.8) (1,1,1) (0.7,0.8,0.85) (0.5,0.5,0.5)
A9 (0.81,0.85,0.9) (0.62,0.7,0.85) (0.87,0.9,1) (0,0.15,0.18) (0.84,0.9,1)

k7

A1 (0.56,0.6,0.8) (0.49,0.5,0.5) (0.42,0.45,0.6) (0.82,0.85,0.9) (0.28,0.3,0.45)
A2 (0.58,0.6,0.8) (0.8,0.9,1) (0.82,0.85,0.9) (0.48,0.5,0.5) (0,0,0)
A3 (0.4,0.5,0.5) (0.87,0.9,1) (0.11,0.15,0.18) (0.42,0.45,0.6) (1,1,1)
A4 (0.4,0.45,0.6) (0.43,0.45,0.6) (0.82,0.85,0.9) (0.1,0.15,0.3) (0.25,0.3,0.45)
A5 (0.57,0.6,0.8) (0.82,0.85,0.9) (0,0.12,0.15) (0.42,0.45,0.6) (0.4,0.45,0.6)
A6 (0.48,0.5,0.5) (0.82,0.85,0.9) (0,0.15,0.12) (0.42,0.45,0.6) (0.44,0.45,0.6)
A7 (0,0.1,0.15) (0.25,0.3,0.45) (0,0.13,0.15) (0.4,0.45,0.6) (0.6,0.7,0.8)
A8 (0.11,0.15,0.3) (0.57,0.6,0.8) (0.47,0.5,0.5) (0.82,0.85,0.9) (0.47,0.5,0.5)
A9 (1,1,1) (0.87,0.9,1) (0.8,0.85,0.9) (0.13,0.15,0.3) (0.5,0.5,0.5)

In the table K = expert, C = management target, A = management method. All 7 experts
are rated in the form of the above table, and the comprehensive evaluation B̃

⊗
= W̃
⊗
◦ R̃
⊗

.

In the comprehensive evaluation matrix, we divide all the evaluation values of the same
method into one group, and a total of nine groups of evaluation information can be obtained,
which is divided into the nine groups of data in the information self-learning algorithm,
and results in the total evaluation of each method rij. The clustering results of the nine
kinds of methods are shown in Figure 4. Among them, different colored dots represent
different class clusters; yellow dots represent the center of mass of the class clusters, and
red big round dots represent the weighted center of mass of all class clusters.
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Using the DBSCAN algorithm, the clustering result graphs and indicators of the
nine methods are obtained. The number of cluster classes and points in the cluster is
obtained and the center of gravity of the cluster is calculated. In order to ensure the
comprehensiveness of the evaluation, the noise points are also grouped together. In order
to obtain the final evaluation value of the method, different weights were given to each
cluster. The weight of the noise cluster is set to 0.1, and the weight of the rest of the clusters
is proportional to the number of particles in each cluster. Finally, the center of gravity of
each cluster is weighted and summed. The obtained value is the comprehensive evaluation
value of the method, to achieve automatic rational decision-making. The clustering results
and the weighted results of each method are shown in Table 4.
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Table 4. Clustering results and center-of-mass coordinates for 9 methods.

A1 A2 A3
Cluster 1 (0.83,0.86,0.94) (0.45,0.48,0.55) (0.82,0.85,0.90)
Cluster 2 (0.12,0.15,0.29) (0.83,0.85,0.91) (0.44,0.47,0.55)
Cluster 3 (0.63,0.66,0.83) (0.63,0.66,0.83)
Cluster 4
Cluster 5

outlier (0.19,0.25,0.48) (3.39,3.55,4.53) (2.52,2.65,3.30)
Weighted results (0.72,0.75,0.84) (0.62,0.65,0.75) (0.55,0.59,0.68)

A4 A5 A6
Cluster 1 (0.06,0.11,0.19) (0.58,0.66,0.80) (0.43,0.47,0.57)
Cluster 2 (0.45,0.48,0.55) (0.87,0.90,0.95) (0.81,0.85,0.90)
Cluster 3 (0.61,0.64,0.82) (0.03,0.06,0.12) (0.03,0.13,0.20)
Cluster 4 (0.81,0.87,0.93) (0.44,0.49,0.54) (0.25,0.30,0.45)
Cluster 5

outlier (0.75,0.90,1.35)
Weighted results (0.44,0.47,0.58) (0.52,0.56,0.63) (0.42,0.47,0.56)

A7 A8 A9
Cluster 1 (0.04,0.13,0.22) (0.89,0.93,1.00) (0.75,0.78,0.89)
Cluster 2 (0.24,0.30,0.45) (0.62,0.70,0.82) (0.03,0.12,0.21)
Cluster 3 (0.39,0.45,0.60) (0.11,0.18,0.30)
Cluster 4 (0.57,0.63,0.80) (0.48,0.50,0.50)
Cluster 5

outlier
Weighted results (0.29,0.36,0.49) (0.63,0.68,0.77) (0.60,0.65,0.76)

The final weighted center of mass coordinates obtained are the comprehensive evalu-
ation values of each method, and the likelihood is calculated according to Equation (14),
which establishes the likelihood matrix P for comparing the intervals with each other.

P =



− 0.5 1 1 1 1 1 1 1
0 − 1 1 1 1 1 0.333 0.517
0 0 − 1 0.792 1 1 0 0.690
0 0 0 − 0 0.571 1 0 0
0 0 0.208 1 − 1 1 0 0
0 0 0 0.429 0 − 1 0 0
0 0 0 0 0 0 − 0 0
0 0.666 1 1 1 1 1 − 0.667
0 0.483 0.931 1 1 1 1 0.333 −


.

From P, the order of advantages and disadvantages of the 9 options is as follows A1,
A8, A2, A9, A3, A5, A4, A6, A7. i.e., {salvage machinery > algophagous > air flotation
> microorganisms > adsorption method > algaecide > ultrasonic method > coagulating
sedimentation> electrochemical.

The combined results of the nine methods are ranked in a graph shown in Figure 5.
The X-axis represents the management method and the Y-axis represents the evaluation
value. The patch area is determined by the upper and lower limits of the coordinate of the
final weighted results. The black dot is the centroid of the weighted results. For example,
the weighted results of method A1 are (0.72, 0.75, 0.84). In this figure, the interval range of
the salvage machinery (A1) block is (0.72, 0.84), and the black dot is 0.75.

Figure 5 compares and analyzes the results of probability ranking. The order of the
centroid of the weighted results is consistent with the order of probability. When the
centroid values are the same, the closer the upper and lower limits of the evaluation value,
and the greater the probability; that is, the higher the evaluation of the method. The upper
and lower limits of the evaluation value indicate that the smaller the difference in the
evaluation value of the method, the more the scheme meets the management objectives.
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The analysis of the decision-making results in Sanjiadian Reservoir reveals that the
managers’ objectives revolve around two main aspects: the degree of environmental impact
and the overall investment scale. These two factors play a crucial role in determining the
prioritization of treatment methods. In line with the characteristics identified during the
early research phase, the mechanical algal-removal method and the algal-feeding biological
method emerge as the top-ranked options. The high ranking of these methods can be
attributed to their favorable attributes in terms of environmental impact and investment
requirements. The decision-makers aim to strike a balance between achieving effective
algal bloom control and managing costs efficiently. The findings of this analysis provide
valuable scientific references for the managers involved in algal bloom treatment decision-
making. By considering a range of factors, including environmental impact, investment
requirements, and treatment efficiency, the decision-makers can make informed choices that
best meet their objectives and the specific needs of the Sanjiadian Reservoir. This enhanced
decision-making process ensures a more balanced and sustainable approach to algal bloom
management, ultimately benefiting both the ecosystem and the management goals.

The methodology of this paper has the following advantages over the previous related
studies conducted by our team members. First, the evaluation data are expressed in a
more detailed form, and the three-parameter interval numbers express richer and more
comprehensive information than the traditional intervals, which is very important for
decision-making relying on the evaluation data. Second, in terms of the selection and
optimization of clustering methods, this method combines the density clustering algorithm
with the three-parameters interval number. The density clustering algorithm does not
need to pre-specify the number of clusters, and it is capable of automatically detecting
and determining the number of clusters in the data, which reduces the need for subjective
interventions and provides a more flexible clustering analysis. While expert evaluation
data varies and is not centralized, density clustering algorithms work well with datasets
that have irregular shapes, noise, and outliers. It makes all the experts’ evaluation data
available for the decision-making process, which makes the decision-making results more
comprehensive and scientific.

Automatic group decision-making methods can streamline the decision-making pro-
cess by quickly gathering input from multiple stakeholders and generating consensus-based
decisions. The algorithm in this study can help improve the accuracy of decision-making
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regarding algal bloom management. This can lead to more effective strategies for mitigating
the impact of algal blooms on ecosystems and ensuring water safety. This method can adapt
quickly to changing conditions and new information, allowing decision-makers to adjust
strategies in real-time as new data on algal blooms and water quality become available.
This method can lead to faster responses to algal bloom events and water safety issues.

4. Conclusions

Algal bloom management decision-making is a complex system engineering problem.
Based on the analysis of the current situation of algal bloom management decision-making,
this study proposes a group decision-making method based on self-learning of informa-
tion, integration, and sorting of experts’ opinions with regard to the subjectivity caused
by human-assigned weights in the decision-making process and the inability to use the
advantages of data. The automatic rational decision-making process of multi-objective,
multi-expert, and self-learning of decision-making information is realized. It also applies
the three-parameter interval number to the decision-making process, and optimizes the
original algorithm according to its characteristics, so that the experts’ opinions can be
applied more directly and accurately in the decision-making process. The experiments in
Beijing Sanjiadian Reservoir also show that this method can help managers to choose the
management method more scientifically according to the actual engineering needs.

We provide a more detailed discussion of the applicability of the algal bloom manage-
ment decision-making based on information self-learning elsewhere. The data sources for
this decision-making method are mainly water quality monitoring stations and evaluation
indicators from experts in the field. These data are finally transformed into a set of intervals
for decision analysis. Therefore, if the decision-making data is a set of intervals, the method
can be used for decision-making.

However, this paper has only conducted an in-depth study of decision data fusion
techniques in multi-attribute decision-making, and has not considered the overall decision-
making process or other forms of decision-making information; therefore, more information
can be introduced into decision-making, such as water quality prediction data, in future
work. Subsequently, multi-source data, including satellite remote-sensing data, water
quality monitoring data, and ecosystem parameters, can be combined to provide more
comprehensive and multi-dimensional information support for group decision-making,
so as to enhance the comprehensiveness and reliability of decision-making. This method
still requires expert intervention in data processing methods; therefore, the investment
in manpower and time is still too high. Subsequent research could delve deeper into
data transformation and representation in order to automate the overall decision-making
process. At the same time, further research can also be carried out on decision-making
information-mining work to achieve more scientific and faster intelligent decision-making.
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