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Abstract: This paper shows the results of the numerical modelling of the transition from supercritical to subcritical flow at an abrupt drop, which can be characterised by the occurrence of oscillatory flow conditions between two different jump types. Weakly-Compressible Smoothed Particle (WCSPH) model was employed and both an algebraic mixing-length model and a two-equation model were used to represent turbulent stresses. The purpose of this paper is to obtain through the SPH model a deeper understanding of the physical features of a flow, which is, in general, difficult to be reproduced numerically, owing to its unstable character. In particular, the experience already gained in SPH simulations of vorticity-dominated flows allows one to assess the fluctuations of hydrodynamic characteristics of the flow field, (e.g., free surface profile downstream of the jump, velocity, pressure and vorticity). Numerical results showed satisfactory agreement with measurements and most of the peculiar features of the flow were qualitatively and quantitatively reproduced.
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1. Introduction

A hydraulic jump occurs whenever an upstream supercritical flow is forced to become subcritical. This transition involves a strong energy dissipation, which derives from the increase in turbulence intensity due to the sudden flow deceleration, often resulting in an intense turbulent roller ([1,2]).

A stilling basin is often designed to dissipate the kinetic energy of the flow in a hydraulic jump. Sometimes an abrupt drop is introduced to prevent tailwater effects and to stabilise the jump location. The transition from supercritical to subcritical flow at an abrupt drop affects the design and construction of the stilling basins (e.g., [3–6]).

At an abrupt drop, the transition from supercritical to subcritical flow is characterised by several flow patterns depending upon the inflow and tailwater flow conditions. Figure 1 summarises well acknowledged flow patterns: (1) the A-jump; (2) the wave jump or W-jump; (3) the wave train; (4) the B-jump (or maximum plunging condition) characterised by a plunging jet mechanisms; and (5) the minimum B-jump (or limited jump) with a limited hydraulic jump (e.g., [5]).
Some researchers pointed out the existence of oscillating phenomena, and particularly of a cyclic variation of jump types over long-lasting experiments, under specific flow conditions (e.g., [5,7–14]).

The oscillating characteristics are usually referred to as a macroscopically visible feature of a hydraulic jump ([12]). These oscillating characteristics can be: (i) change from one type of hydraulic jump to another; (ii) horizontal movement of the jump toe ([15]); (iii) cyclic variation of velocity components and pressure in the region close to the jump roller; and (iv) formation, development and coalescence of the large-scale flow structures. The literature is unclear on the conditions leading to oscillating jumps and cyclic behaviours. Experiments by [3] presented diagrams on the flow patterns as a function of Froude number and dimensionless downstream depth, highlighting some doubts about the existence of the wave- and B-jumps, and these graphs did not mention oscillating characteristics.

The experiments by [16] took into account the previous studies to assess critically the basic flow patterns for the transition from super- to subcritical flows at an abrupt drop and to propose new compelling conclusions regarding the changes of the different types of hydraulic jumps and the variation from one type to another: in particular, it was noted that specific flow conditions can lead to cyclic oscillations between jump types, resulting in the cyclic formation and evolution of jump vortices.

Numerical modelling of a hydraulic jump can be challenging for purely Eulerian or mixed Eulerian–Lagrangian techniques (see, for instance: [17–22]), because of the onset of oscillations, leading to the propagation of short breaking waves which can reduce the accuracy of free-surface capturing schemes [12]. On the other hand, meshless Lagrangian techniques appear in general to be more suitable to capture the complex and highly-unsteady free-surface patterns which characterize a hydraulic jump.

Smoothed Particle Hydrodynamics (SPH) is actually effective in solving fluid-dynamic problems with highly non-linear deformation such as wave breaking and impact ([23–28]); multi-phase flows for coastal and other hydraulic applications with air-water mixtures and sediment scouring ([29–35]); long waves, e.g., floods, tsunamis and landslide submersions ([36,37]); flow around ships and ditching ([38–40]); and oscillating jets inducing breaking waves [41].

In other papers, Smoothed Particle Hydrodynamics (SPH) method has been utilized for modelling of hydraulic jumps with good results. López et al., [42], investigated the capability of the SPH method to reproduce mobile hydraulic jumps of different inflow Fr. Jonsson et al. [43] investigated the
effects of the spatial resolution of the SPH particles and its impact on hydraulic jump behaviour and the conjugate depth. Federico et al. [44] developed a 2D SPH model to enforce inlet and outlet boundary conditions and demonstrated the ability of the SPH method to simulate a hydraulic jump. Chern and Syamsuri [45] displayed the possibility to investigate the effects of a corrugated bed on the hydraulic jump characteristics using SPH. De Padova et al. [46] demonstrated the applicability of the SPH technique to the analysis of three-dimensional (3D) hydraulic jumps in a very large channel, where more complex flow patterns appear. Numerical results showed satisfactory agreement with the laboratory experiments by ([47–49]).

The purpose of this paper is to use a Weakly-Compressible SPH (WCSPH) scheme, together with a suitable turbulence model, to study the oscillating characteristics and cyclic mechanisms in different hydraulic jump types, comparing the results with the laboratory experiments by [16] in order to obtain a deeper understanding of the physical features of the flow.

2. Experimental Set Up

Experimental investigations were carried out in the laboratory of the Department of Civil, Environmental, Land, Building Engineering and Chemistry (hereafter referred to as SIA) of Bari Polytechnic University in a 0.40 m wide, 24.4 m long channel (with sidewalls 0.5 m tall). The walls and bottoms of both channels were made of Plexiglas (Figure 2). The channel hosted in recent years widespread experimental activity on hydraulic jump characterization (see, for instance, [11,12,16,50–53]).
Figure 2. Channel at the Hydraulics laboratory of the Department of Civil, Environmental, Land, Building Engineering and Chemistry of the Polytechnic University of Bari: (a) sketch; and (b) picture of the channel.

In the SIA channel, the abrupt drop was made of Plexiglas and located 0.8 m downstream of the gate. The tested elevation drop $s$ was equal to 3.20 or 6.52 cm.

Discharges were measured by a triangular sharp-crested weir. Measurements of upstream and downstream water depths were carried out with electric hydrometers type point gauge supplied with electronic integrators which yielded directly the estimate of the time-averaged flow depth. The hydrometers, supplied with verniers, had a measurement accuracy of ±0.1 mm. Water discharge and tailwater depth were regulated by two gates placed at the upstream and downstream ends of the channel, respectively. For some runs, pressure measurements under the jumps were obtained using a pressure transducer TransInstruments Ltd. type 4310 with a relative pressure difference range equal to 0÷7500 Pa. The pressure tap was connected to the transducer using a rigid tube with 2 mm diameter and 0.4 m of length. An amplifier and a conditioner were used to adjust the signal output of the transducer for resolution and acceptable range of the A/D board. In addition, a video camera was used to film the jump for some runs.

Table 1 lists the main experimental parameters of the investigated hydraulic jumps: $y_1$ is the inflow water depth; $y_t$ is the water depth downstream of the jump; $F_1 = V_1/\sqrt{gy_1}$ is the inflow Froude number and $Re$ is the Reynolds number defined as $Re = V_1 y_1/\nu = V_1 y_t/\nu$ where $V_1$ and $V_t$ are the flow velocities at water depths $y_1$ and $y_t$, respectively, and $\nu$ the kinematic water viscosity at the run temperature. Figure 3 shows the locations where $y_1$ and $y_t$ were measured for each flow pattern i.e., the A-jump and B-jump.

<table>
<thead>
<tr>
<th>TEST</th>
<th>Run no. (Mossa 2002)</th>
<th>$y_1$ (cm)</th>
<th>$y_t$ (cm)</th>
<th>$V_1$ (m/s)</th>
<th>$V_t$ (m/s)</th>
<th>$F_1$</th>
<th>$F_t$</th>
<th>$y_1/y_t$</th>
<th>$Re$</th>
<th>$s$ (cm)</th>
<th>$d/y_t$</th>
<th>Jump Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>B32</td>
<td>3.5</td>
<td>16.63</td>
<td>1.93</td>
<td>0.41</td>
<td>3.3</td>
<td>4.75</td>
<td>3.5</td>
<td>4.95</td>
<td>6.00 × 10^4</td>
<td>3.2</td>
<td>0.9</td>
</tr>
<tr>
<td>T2</td>
<td>B37</td>
<td>3.7</td>
<td>17.65</td>
<td>1.81</td>
<td>0.38</td>
<td>3</td>
<td>4.76</td>
<td>3.5</td>
<td>4.95</td>
<td>5.80 × 10^4</td>
<td>3.2</td>
<td>0.9</td>
</tr>
<tr>
<td>T3</td>
<td>B38</td>
<td>3.48</td>
<td>18.18</td>
<td>1.87</td>
<td>0.36</td>
<td>3.2</td>
<td>5.22</td>
<td>3.5</td>
<td>4.95</td>
<td>5.90 × 10^4</td>
<td>3.2</td>
<td>0.9</td>
</tr>
<tr>
<td>T4</td>
<td>B39</td>
<td>3.14</td>
<td>17.97</td>
<td>2.09</td>
<td>0.36</td>
<td>3.8</td>
<td>5.72</td>
<td>3.5</td>
<td>4.95</td>
<td>5.70 × 10^4</td>
<td>3.2</td>
<td>0.9</td>
</tr>
<tr>
<td>T5</td>
<td>B30</td>
<td>3.19</td>
<td>18.2</td>
<td>2.04</td>
<td>0.36</td>
<td>3.6</td>
<td>5.71</td>
<td>3.5</td>
<td>4.95</td>
<td>5.80 × 10^4</td>
<td>3.2</td>
<td>0.9</td>
</tr>
<tr>
<td>T6</td>
<td>B28</td>
<td>3.78</td>
<td>16.1</td>
<td>1.79</td>
<td>0.42</td>
<td>2.8</td>
<td>4.26</td>
<td>3.5</td>
<td>4.95</td>
<td>6.10 × 10^4</td>
<td>3.2</td>
<td>0.9</td>
</tr>
<tr>
<td>T7</td>
<td>B30</td>
<td>3.39</td>
<td>16.78</td>
<td>2.02</td>
<td>0.41</td>
<td>3.5</td>
<td>4.95</td>
<td>3.5</td>
<td>4.95</td>
<td>6.00 × 10^4</td>
<td>3.2</td>
<td>0.9</td>
</tr>
</tbody>
</table>
3. SPH Numerical Method

The SPH meshless, Lagrangian method for the numerical solution of convection–diffusion equations, has been widely applied in the last decades to the simulation of complex, unsteady, free-surface flows.

The peculiar features of the SPH method used to obtain the present results were described in detail in ([29,46]): simulations are performed through a Weakly Compressible SPH (WCSPH) approach, in which an artificial compressibility is introduced to solve explicitly in time the equations of motion of an incompressible fluid. As suggested by [58], the reduced value of the speed of sound should result in a numerical Mach number everywhere lower than 0.1 in order to bound the error associated with the adoption of a compressible formulation for the incompressible free-surface flow to 1%: here, the adopted value of 30 ms⁻¹ guarantees a numerical Mach number everywhere lower than 0.07.

The Reynolds-averaged Navier–Stokes (RANS) equations in the SPH semi-discrete form become:

\[
\begin{align*}
\frac{\partial \rho_i}{\partial t} + \sum_j m_j (\mathbf{v}_i - \mathbf{v}_j) \cdot \nabla W_{ij} &= 0 \\
\frac{\partial \mathbf{v}_i}{\partial t} &= -\sum_j m_j \left( \frac{p_j}{\rho_j} + \frac{h_j}{\rho_j} \right) \nabla W_{ij} + \sum_j m_j (T_i - T_j) \cdot \nabla W_{ij} + g
\end{align*}
\]

(1)

where the square brackets indicate the SPH approximation for each particle \(i\) with mass \(m_i\). The summations are extended to all the particles \(j\) at a distance from \(i\) smaller than \(2h\), i.e., lying within the circle where the adopted C2 Wendland kernel function \(W_{ij} [59]\) is defined.

In Equation (1), \(\mathbf{v} = (u, v)\) is the velocity vector, \(p\) is pressure, \(\rho\) is density, \(g\) is the gravity acceleration vector, \(T\) is the turbulent shear stress tensor, \(c\) is the speed of sound in the weakly compressible fluid, \(\mu_T\) is the dynamic eddy viscosity, \(S\) is rate-of-strain tensor and the subscript 0 denotes a reference state for pressure computation. All the variables are assumed to be Reynolds-averaged.

The notation \(\nabla W_{ij}\) in Equation (1) indicates the gradient of \(W_{ij}\), renormalized through a procedure which enforces consistency on the first derivatives to the 1st order [60], leading to a 2nd order accurate discretization scheme in space. The kernel renormalization is applied everywhere, apart from the pressure gradient term, where the form originally proposed by [58] is retained to guarantee momentum conservation.

The semi-discretized system (Equation (1)) is integrated in time by a 2nd order two-stage XSPH explicit algorithm [58], where each particle is moved according to a velocity

\[
v_i^X = \varphi_v \sum_j \frac{m_j}{\rho_j} \mathbf{v}_j W_{ij} + (1 - \varphi_v) v_i^{n+1}
\]

(2)

where \(\varphi_v\) is a velocity smoothing coefficient and \(v_i^{n+1}\) is the value obtained by solution of the second equation in Equation (1). The use of XSPH leads to a satisfactory regularization of particle distribution within the computational domain: this regular particle pattern, together with the kernel renormalization procedure described above, leads to computed pressure fields whose energy content at the higher frequencies (i.e., the frequencies mostly connected with numerical noise) is sufficiently
low, as shown in the following Section 4 (see, for instance, Figure 17). The alternative of making use of particle-shifting algorithms, such as those developed for Incompressible SPH ([61] and [62]) and recently extended to WCSPH ([63,64]) was therefore not followed, also considering the problems which might arise at the jump toe, where physical voids arising from wave breaking and air entrainment may be obliterated by an unsuitable particle shifting.

A pressure smoothing procedure is also applied to the difference between the local and the hydrostatic pressure values [46] and contributes to reduce the numerical noise which affects WCSPH owing to high frequency acoustic signals [65]. This approach proved to be effective in SPH analyses of different free-surface flows [29] and constitutes a valid alternative to other methods, such as δ-SPH [66], where a numerical diffusive term for density is added to the continuity equation, or filtering of the high-frequency pressure oscillations ([67,68]).

Two alternative models were tested to estimate the eddy viscosity $\mu_T$:

(1) A mixing-length model ([29,46]), in which $\mu_T = c_\mu \rho l^2 \|S\|$, where $c_\mu = 0.09$, the mixing-length for each particle is evaluated as:

$$l_i = \min \left[ 1, \frac{\sum_j m_j \nabla W_{ij}}{\rho_j} \right]^{-\frac{3}{2}} \text{min}(x, l_{\max})$$

(3)

$\kappa = 0.41$ is the Von Kármán constant, $y$ is the distance from the wall, $l_{\max}$ is a cutoff maximum value and the damping function in the first factor of the RHS avoids a non-physical growth of $l$ near the free-surface when the particle distribution is irregular and the SPH evaluation of the gradient of a constant function departs sharply from zero: this function plays therefore a different role than the one of a wake function, such as the one included in the mixing-length model by [69] to simulate turbulent, open-channel uniform flows; the use of a wake function was not considered here because relevant turbulence effects occur mostly close to the hydraulic jump, where the flow conditions are in any case far from uniform;

(2) A SPH version of the standard $k$-$\epsilon$ turbulence model by [70], in which $\mu_T = c_k \frac{\rho \|S\|}{\sqrt{\rho}}$ and the two equations for the turbulent kinetic energy $k$ and for the turbulent dissipation rate $\epsilon$ are:

$$\frac{Dk_i}{Dt} = \rho_k + \frac{1}{\sigma_k} \sum_j m_j \frac{v_{r_i} + v_{r_j}}{\rho_i + \rho_j} \frac{k_i + k_j}{r_{ij}^2 + 0.01 h^2} \nabla W_{ij} - \epsilon_i$$

$$\frac{D\epsilon_i}{Dt} = C_{\epsilon_1} \frac{\epsilon_i}{k_i} \rho_k + \frac{1}{\sigma_\epsilon} \sum_j m_j \frac{v_{r_i} + v_{r_j}}{\rho_i + \rho_j} \frac{\epsilon_i + \epsilon_j}{r_{ij}^2 + 0.01 h^2} \nabla W_{ij} + C_{\epsilon_2} \frac{\epsilon_i}{k_i} \sum_j \frac{m_j}{\rho_j} \epsilon_j W_{ij}$$

(4)

where $Pk$ is the production of turbulent kinetic energy depending on the local rate of deformation and $v_T$ is the eddy viscosity. As in [71], the values originally proposed by [70] for the model constants ($\sigma_k = 1$, $\sigma_\epsilon = 1.3$, $C_{\epsilon_1} = 1.44$, $C_{\epsilon_2} = 1.92$) were maintained here.

Wall boundary conditions are imposed by the ghost particle method [72], while supercritical inflow conditions are obtained by introducing a $2h$-wide layer of fluid particles with constant velocity and head along the water depth.

The inflow condition is enforced through the introduction of a $2h$-wide layer of fluid particles, arranged on a regular grid and moving with constant velocity $V_1$ and head $y_1$: a new row of particles is created upstream of the layer at each $\Sigma/V_1$ time interval, $\Sigma$ being the initial particle spacing. The $k$ and $\epsilon$ values at the inflow are computed by assuming a constant 10% turbulence intensity and a mixing length equal to 0.5 $y_1$.

An outflow velocity $V_t$ and head $y_t$ are imposed to each particle crossing the outflow boundary, and these values are kept frozen in the $2h$-wide outflow buffer layer, so that their motion is maintained.
at constant speed: when the particles exit the buffer layer, they are removed from the computation; 
k and ε values are also frozen in the buffer layer.

For velocity and head, these inflow/outflow conditions are basically analogous to the ones 
described by [44].

4. Numerical Tests and Results

Seven hydraulic jumps with Froude number ranging 2.8–3.9 were investigated in a rectangular 
channel. The geometrical setup was based on the experimental study by [16], who focused on the 
oscillating changes of the different types of hydraulic jumps (variation from one type to another). See Table 1 for experimental data.

For all seven tests, the numerical domain was 2 m long and 0.4 m high, shorter than the real 
channel in the test facility. The shorter domain was chosen to reduce the computational cost without 
influencing the quality of the numerical solution, as shown by [46] in the case of 2D undular jump 
simulations. A schematic figure of the problem setup can be seen in Figure 4.

![Schematic figure of the geometrical setup. Solid black lines indicates solid walls, dashed blue lines the initial free surface and dashed red lines show the position of the periodic open boundaries.](image)

Figure 4. Schematic figure of the geometrical setup. Solid black lines indicates solid walls, dashed blue lines the initial free surface and dashed red lines show the position of the periodic open boundaries.

A thorough sensitivity analysis was already performed by the authors in the application of the 
same SPH numerical method to hydraulic jumps and breaking wave flows ([29,46]): according to 
this analysis, the SPH simulations of the cases here studied were performed by adopting a velocity 
smoothing coefficient in the XSPH scheme φv = 0.01. The ratio of the smoothing length to the initial 
particle spacing Σ was maintained to a constant value of η/Σ = 1.5 [73] for all the simulations. A 
convergence analysis was carried out by choosing different initial particle spacing Σ ranging 
from 0.015 to 0.005 m. The related number of SPH particles Np in the computational domain ranged 
from about 1000 to 9000, respectively. It can be seen that the simulation at the lowest resolution is not 
able to predict the oscillating characteristics and cyclic mechanisms in hydraulic jumps (Figure 5).

![Instantaneous SPH vorticity field in the SPH simulation of Test T1a with an initial particle spacing equal to 0.015: (a) t = 6 s; (b) t = 9 s; (c) t = 12 s; and (d) t = 15 s. Vorticity values in the colour scale are expressed in s⁻¹.](image)

Figure 5. Instantaneous SPH vorticity field in the SPH simulation of Test T1a with an initial particle spacing equal to 0.015: (a) t = 6 s; (b) t = 9 s; (c) t = 12 s; and (d) t = 15 s. Vorticity values in the colour scale are expressed in s⁻¹.

Figure 6 shows that an initial particle spacing Σ ≤ 0.010 m guarantees the independence of the 
SPH result from the resolution and yield a result in accordance with the experiments.
Figure 6. Instantaneous SPH vorticity field (t = 8 s) in the SPH simulation of Test T1 with different particle resolutions: (a) $\Sigma = 0.015$ m; (b) $\Sigma = 0.010$ m; and (c) $\Sigma = 0.005$ m. Vorticity values in the colour scale are expressed in s$^{-1}$.

The sensitivity analysis highlights that, with a value of an initial particle spacing $\Sigma \leq 0.010$ m, SPH simulations show results in accordance with the experiments. Therefore, all the SPH simulations have been then performed with an initial particle spacing $\Sigma = 0.010$ m and $\eta/\Sigma = 1.5$.

Sensitivity to the turbulence model was also investigated and, similarly to the analysis shown by De Padova et al. (2013), test T1 was repeated by adopting both a mixing length turbulence model with $l_{\text{max}} = 0.5 h_2$ and the two-equation model (10). Table 2 summarizes the principal characteristics of the simulations in the sensitivity analysis.

Table 2. Numerical parameters of the SPH simulations in the sensitivity analysis.

<table>
<thead>
<tr>
<th>TEST</th>
<th>Turbulence Model</th>
<th>$\eta/\Sigma$</th>
<th>$N_P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1a</td>
<td>mixing-length model</td>
<td>1.5</td>
<td>3000</td>
</tr>
<tr>
<td>T1b</td>
<td>$k$-$\varepsilon$ model</td>
<td>1.5</td>
<td>3000</td>
</tr>
</tbody>
</table>

Both the mixing length model and the $k$-$\varepsilon$ model yield similar results and are able to predict the oscillating characteristics and cyclic mechanisms in hydraulic jumps.

The instantaneous vorticity fields (Figures 7 and 8) of the configuration with oscillations between the B and wave jump clearly indicate that the transition phase between the two jump types is well reproduced by both turbulence models (T1a and T1b). Vortices are characterized by a clockwise or anti-clockwise rotation, depending on which type of jump is present. In particular, vortices are characterized by a clockwise rotation when the wave jump occurs (Figures 7a–c and 8a–c) and by an anti-clockwise one for the B jump (Figures 7b–d and 8b–d), respectively.
Figure 7. Instantaneous SPH vorticity field in the SPH simulation of Test T1a: (a) $t = 8$ s; (b) $t = 17$ s; (c) $t = 22$ s; and (d) $t = 27$ s. Vorticity values in the colour scale are expressed in $s^{-1}$. 

(http://creativecommons.org/licenses/by/4.0/).
Figure 8. Instantaneous SPH vorticity field in the SPH simulation of Test T1b: (a) $t = 15$ s; (b) $t = 21$ s; (c) $t = 26$ s; and (d) $t = 30$ s. Colour scale is the same as in Figure 7.

Figure 9 shows the amplitude spectrum of the pressure fluctuations computed in tests T1a and T1b, compared with the measurements under the hydraulic jump B32 of Table 1, where the pressure tap was located at a distance of 26 cm from the time-averaged position of the jump toe. From the analysis of the spectrum, it is clear that even the pressure fluctuations are quasi-periodic and strongly influenced by the oscillations between the B and wave jump types; furthermore, it is possible to observe the existence of a peak in each spectrum, as was shown in the experiments by [16].
Although both turbulence models yield similar results, the detailed comparison of the computed amplitude spectra with the measured ones shows that the results obtained with the mixing-length model are closer to the experimental data than the $k\varepsilon$ ones (Figure 9). In particular, the two-equation turbulence model overestimates the peak amplitude of the pressure fluctuations upstream, while predicting a lower main frequency. A possible explanation of this behaviour could reside in an underprediction of turbulent kinetic energy (or in an overprediction of its dissipation rate) by the $k\varepsilon$ model, which leads to a slightly lower turbulent diffusion downstream of the jump. A possible solution to these problems could be found in a careful tuning of the model parameters, or in the application of a different two-equation model, such as the RNG $k\varepsilon$ model, which has been successfully applied to the Eulerian numerical simulations of hydraulic jumps [22]. However, the obtained results showed that a good agreement with experiments could be already obtained by applying the simpler, mixing-length turbulence model and, therefore, all the remaining SPH simulations (tests T2 to T7) were performed with it.

**Analysis of Stable vs. Oscillating Flow Behaviour**

The simulated flow patterns reproduce what was observed during the experiments.

The stable states shown by tests T4 and T6 are confirmed by the numerical results, showing the formation of an A-jump for test T4 (Figure 10) and of a B-jump for test T6 (Figure 11), respectively: although the jump toe exhibits a certain displacement from its average position, the jump pattern is maintained during the whole simulation period.

![Figure 10](image-url)

**Figure 10.** Instantaneous SPH vorticity field in the SPH simulation of Test T4: (a) $t = 15$ s; (b) $t = 18$ s; (c) $t = 22$ s; and (d) $t = 24$ s. Colour scale is the same as in Figure 7.
Figure 10. Instantaneous SPH vorticity field in the SPH simulation of Test T4: (a) $t = 15$ s; (b) $t = 18$ s; (c) $t = 22$ s; and (d) $t = 24$ s. Colour scale is the same as in Figure 7.

Figure 11. Instantaneous SPH vorticity field in the SPH simulation of Test T6: (a) $t = 30$ s; (b) $t = 40$ s; (c) $t = 50$ s; (d) $t = 60$ s; (e) $t = 70$ s; and (f) $t = 80$ s. Colour scale is the same as in Figure 7.

For the flow conditions that exhibited an oscillatory pattern in the experiments, oscillatory flow patterns were also observed during numerical simulations, such as for test T2, where an A-wave pattern occurs (Figure 12), or for the test T1 previously discussed, which shows a B-wave behaviour (Figure 7).
The previous results show that the SPH simulations can correctly reproduce all the main characteristics of this phenomenon, which under specific flow conditions can lead to cyclic oscillations between jump types, resulting in the cyclic formation and evolution of jump vortices. As such, the complete spatial and temporal knowledge of the flow yielded by the SPH simulation can help us to improve the understanding of the phenomena by performing additional analyses of the flow field, without requiring new extensive experimental activity.

Figure 13 shows the amplitude spectra of the time series of the surface elevations, upstream and downstream of the jump for test T1. From the analysis of these spectra it is possible to observe in each of them the existence of a peak at a frequency around 0.1 Hz, which confirms the conclusions drawn by [12], who stated the quasi-periodicity of the oscillating characteristic of wave and B jumps.

![2D SPH T1](image)

**Figure 13.** Test T1: Amplitude spectrum of the time series of the surface elevations: (a) upstream; and (b) downstream of the jump.
Furthermore, as the frequency of the peak in the upstream spectrum is almost equal to the downstream one, it is possible to conclude that fluctuations of the surface profile downstream of the jump also depend essentially on the alternations between B and wave jumps.

Figure 14 shows the amplitude spectrum of the time series of the surface elevations, upstream and downstream of the jump for test T2. From the analysis of the previously mentioned figure it is possible to observe the also in this case the existence of a peak in the spectrum of the time series of the surface elevations upstream of the jump, consistently with the oscillations between A and wave jumps.

However, in this case, no dominant peak frequency was noted, unlike in the T1 case with alternations between B and wave jumps. Consequently, as also suggested by [12], the present numerical results confirm that the surface profile downstream of the roller in this case is not affected strongly by the oscillation between different jump types.

It is possible to evaluate non-linearity through the ratios between the amplitude of the two higher harmonics (A2 and A3) and that of the main component (A1), as proposed by [74,75]. A value of A2/A1 equal to 0.105 and 0.017 is found for surface elevation upstream of the jump in test T1 and test T2, respectively. A value of A3/A1 equal to 0.12 and 0.25 is found for surface elevation upstream of the jump in test T1 and test T2, respectively.

A value of A2/A1 equal to 0.18 and 0.35 is found for surface elevation downstream of the jump in test T1 and test T2, respectively. A value of A3/A1 equal to 0.35 and 1.056 is found for surface elevation downstream of the jump in test T1 and test T2, respectively. The tendency of these ratios to increase in the direction of the flow shows that the non-linearity of the surface waves tends to enhance while the waves propagate downstream.

![2D SPH T2](image)

**Figure 14.** Test T2: Amplitude spectrum of the time series of the surface elevations: (a) upstream; and (b) downstream of the jump.

The numerical results highlight also the relationship between the tailwater depth ratio \( y_t/y_1 \) and the upstream Froude number \( F_1 \) as a function of the relative step height \( s/y_1 \). The results are presented in the form of diagram (Figure 15) as function of the relative step height \( s/y_1 \) equal to 0.06 to 0.1. In the diagram (Figure 15), the basic flow pattern is indicated in the legend (A-jump, B-jump) including the oscillatory flow patterns (B-wave and A-wave).
The results show the different regions of flow conditions and the occurrence of oscillatory flow conditions between two different jump types characterised by quasi-periodic oscillations (Figure 15).

Figures 16–19 show a part of the time series and the amplitude spectra of the pressure evaluated at different locations along the channel the bottom under the hydraulic jumps T1 and T2 of Table 1, which represent the two possible oscillating regimes (B-wave and A-wave, respectively). In particular, the pressure was evaluated at a distance of 7, 10, 20 and 100 cm from the time-averaged position of the hydraulic jump toe.
Figure 17. Amplitude spectrum of pressure fluctuations under hydraulic jump (configuration: T1) at a distance of: (a) 7 cm; (b) 10 cm; (c) 20 cm; and (d) 100 cm, from the time-averaged position of the hydraulic jump toe.

Figure 18. Time series of the pressure under hydraulic jump (configuration: T2) at a distance of: (a) 7 cm; (b) 10 cm; (c) 20 cm; and (d) 100 cm, from the time-averaged position of the hydraulic jump toe.

Figure 19. Amplitude spectrum of pressure fluctuations under hydraulic jump (configuration: T2) at a distance of: (a) 7 cm; (b) 10 cm; (c) 20 cm; and (d) 100 cm, from the time-averaged position of the hydraulic jump toe.
It can be seen from the pressure time history that, in the point closest to the jump toe, the bottom pressure assumes alternatively low and high pressures which can be mostly related to low and high water levels. Downstream, the cycle between low and high pressures is less regular, possibly because of the simultaneous effect of level fluctuations due to waves and of turbulent pressure fluctuations downstream of the roller. From the analysis of the pressure amplitude spectra for test T1 (Figure 17), it is clear that even the pressure fluctuations are quasi-periodic and strongly influenced by the oscillations between the B and wave types, as they show a peak amplitude at the same frequency of the elevation spectra.

For the test T2 (Figure 19), no dominant peak frequency was noted, unlike in the T1 case with alternations between B and wave jumps.

Figures 20–23 show a part of the time history of the horizontal u and vertical v velocity components computed at a point 0.01 m above the channel bottom under the hydraulic jumps T1 and T2 of Table 1, at a distance of 7, 10, 20 and 100 cm from the time-averaged position of the hydraulic jump toe.

![Figure 20](image_url)

**Figure 20.** Time series of the horizontal velocity component under hydraulic jump (configuration: T1) measured at a distance of: (a) 7 cm; (b) 10 cm; (c) 20 cm; and (d) 100 cm, from the time-averaged position of the hydraulic jump toe.

![Figure 21](image_url)

**Figure 21.** Time series of the vertical velocity component under hydraulic jump (configuration: T1) measured at a distance of: (a) 7 cm; (b) 10 cm; (c) 20 cm; and (d) 100 cm, from the time-averaged position of the hydraulic jump toe.
The basic characters of the oscillating flow fields depicted in Figures 5 and 10 can be easily deduced from the velocity time histories.

In the case of test T1, the B-jump phase conserves a non-zero horizontal velocity component throughout the jump, consistent with the presence of the anti-clockwise roller on the surface; on the other hand, the wave-phase exhibits an almost vertical, downward flow at the intermediate locations downstream of the jump, which are a consequence of the strong clockwise roller, as sketched in Figure 1b.

In the case of test T2, the oblique flow induced by the jump roller just downstream of the toe during the A-jump phase (Figure 1a) can be deduced by the reduced values of $u$ and by the positive values of $v$, while the structure of the wave-jump phase is less defined than in the previous case.

In any case, the analysis of the oscillating phenomena indicates in both oscillating flows a strong correlation among the surface profile elevations, velocity components and pressure fluctuations.
A quantitative evaluation of this correlation can be obtained by computing the correlation coefficient \( r \):

\[
r = \frac{\sum_{i=1}^{n} [(x_{1i} - \bar{x}_1)(x_{2i} - \bar{x}_2)]}{\sqrt{\sum_{i=1}^{n} (x_{1i} - \bar{x}_1)^2 \sum_{i=1}^{n} (x_{2i} - \bar{x}_2)^2}}
\]  

(5)

where \( x_1 \) and \( x_2 \) are the two variables values, and the bar denotes an average of the two variables values.

For test T1, the computed values of \( r \) for \((p-u)\), \((p-v)\) and \((u-v)\) pairs of data at a distance of 7 cm from the time-averaged position of the hydraulic jump toe, are equal to −0.72, 0.85 and −0.8, respectively (Figure 24).

Figure 24. Cont.
For test T2, the computed values of $r$ for $(p-u)$, $(p-v)$ and $(u-v)$ pairs of data at a distance of 7 cm from the time-averaged position of the hydraulic jump toe, are equal to $-0.98$, $0.97$ and $-0.96$, respectively (Figure 25). High negative values of the $r$ coefficient for $(p-u)$ indicate that, in general, upstream of the bottom step low levels correspond to horizontal flow (wave-jump conditions) and vice versa. This anti-correlation between pressure (or level) and $u$ fluctuations is maintained downstream in the T2 case, while in the T1 case the two quantities are instead weakly correlated.

Farther downstream, the two velocity components and the pressures are substantially uncorrelated in the T2 case, indicating that the characteristic flow pattern of alternate near-wall and subsurface streams does not imply any preferential direction of the vertical motions, while exhibit still a non-zero degree of correlation in the T1 case, indicating that the oscillation between the B-jump and the stronger wave-jump tends to propagate its effects more than the oscillation between wave-jump and A-jump.
5. Conclusions

A Weakly-Compressible SPH (WCSPH) scheme, which includes both an algebraic mixing-length model and a two-equation turbulence model, was applied to the modelling of the transition from supercritical to subcritical flow at an abrupt drop, which can be characterised by several flow patterns depending upon the inflow and tailwater flow conditions.

The numerical results showed a satisfactory agreement with the measurements by [16] and most of the peculiar features of the flow were qualitatively and quantitatively reproduced by the SPH model. It must be highlighted that the analysis of the sensitivity of the present results to the particle resolution showed the limits that allow one to obtain a precise description of the main characteristics of these hydraulic jumps, even if the precise detail of the turbulent flow inside the jump roller is not described. From this viewpoint, a valuable outcome of the present research is the demonstration that the SPH method, being able to represent the onset of the different oscillating regimes, can yield results whose reliability goes beyond the simple validation of a numerical scheme, to a point where the data obtained
by the simulation can be used together with experiments to get a better interpretation of the physics underlying the flow phenomenon.

Actually, both the stable states of the flow, which lead to the formation either of an A-jump (at higher submergence and Froude number) or of a B-jump (at lower submergence and Froude number), and the flow conditions which exhibited an oscillatory pattern, with either an A-wave or a B-wave behaviour, were confirmed by the numerical results.

Although both turbulence models yielded similar results, the detailed comparison of the computed amplitude spectrum of the pressure fluctuations under hydraulic jump for the configuration with B-wave oscillations with the measured ones, showed that the results obtained with the simpler mixing-length model are even closer to the experimental data than the ones obtained with the standard \( k-\varepsilon \) model, in particular when amplitude spectra and peak amplitudes of the pressure fluctuations under hydraulic jump are compared.

As observed experimentally by [17], these numerical results show the existence of a peak at a similar frequency in the amplitude spectra of the time series of the surface elevations upstream and downstream of the jump, in the amplitude spectra of the pressure and in the amplitude spectra of the fluctuations of the velocity components measured under the hydraulic jump.

The analysis of amplitude spectra, of the vorticity fields and of the correlation coefficients indicates that velocity components and pressure fluctuations are strongly influenced by the oscillations between the B and wave jump types, and that a strong correlation exists among the velocity and vorticity fields and the pressure fluctuations even far downstream of the jump position.

Furthermore, these numerical results show that the oscillation between the B-jump and the stronger wave-jump tends to propagate its effects more than the oscillation between wave-jump and A-jump. In both cases, the waves generated by the oscillation show a remarkably non-linear behaviour while propagating in the flow direction.

The previous results show eventually that the SPH simulations can correctly reproduce all the main characteristics of this phenomenon, which under specific flow conditions can lead to cyclic oscillations between jump types, resulting in the cyclic formation and evolution of jump vortices. As such, the complete spatial and temporal knowledge of the flow yielded by the SPH simulation can improve the understanding of the phenomena, allowing one to perform detailed analyses directly on the numerical flow field, without resorting to additional, extensive experimental activity.
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