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Abstract: Groundwater flow simulation often inevitably involves uncertainty, which has
been quantified by a host of methods including stochastic methods and statistical methods.
Stochastic methods and statistical methods face great difficulties in applications. One of such
difficulties is that the statistical characteristics of random variables (such as mean, variance,
covariance, etc.) must be firstly obtained before the stochastic methods can be applied. The dilemma
is that one is often unclear about such statistical characteristics, given the limited available data.
To overcome the problems met by stochastic methods, this study provides an innovative approach in
which the hydrogeological parameters and sources and sinks of groundwater flow are represented
by bounded but uncertain intervals of variables called interval of uncertainty variables (IUVs) and
this approach is namely the interval uncertain method (IUM). IUM requires only the maximum
and minimum values of the variable. By utilizing the natural interval expansion, an interval-based
parametric groundwater flow equation is established, and the solution of that equation can be found.
Using a hypothetical steady-state flow case as an example, one can see that when the rate of change
is less than 0.2, the relative error of this method is generally limited to less than 5%; when the rate
of change is less than 0.3, the relative error of this method can be kept within 10%. This research
shows that the proposed method has smaller relative errors and higher computational efficiency
than the Monte Carlo methods. It is possible to use this method to analyze the uncertainties of
groundwater flow when it is difficult to obtain the statistical characteristics of the hydrogeological
systems. The proposed method is applicable in linear groundwater flow system. Its validity in
nonlinear flow systems such as variably saturated flow or unconfined flow with considerable variation
of water table will be checked in the future.

Keywords: groundwater flow model; numerical simulation; uncertainty; IUV; IUM; perturbation
method; Monte Carlo; GFModel

1. Introduction

Over the past 40 years, numerical models of groundwater flow and solute transport have
been widely used in studies of water resources management, migration of pollutants, sea water
intrusion and many other applications [1–4]. However, because of the complexity of hydrogeological
conditions and the limited budget and time, scientists often find it difficult to collect sufficient
data to completely describe the hydrogeological systems in great details. Lack of hydrogeological
data will inevitably affect the reliability of the model simulations and result in model uncertainty.
Therefore, how to describe the uncertainty of model inputs and outputs and to improve the reliability
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of model predictions has become an important element of the numerical simulations used in studies of
groundwater flow and solute transport [5–9].

Stochastic method based on a certain statistical structure is one of the most important methods currently
used to study the uncertainty of numerical models of groundwater flow [2–9]. Stochastic methods include a
host of mathematical methods such as the traditional random methods [7,8] and the Bayesian statistical
methods [9]. The traditional random methods mainly include the Monte Carlo (MC) method, the moment
equation method and Taylor expansion method or the perturbation expansion method. The Bayesian
method is a widely used stochastic method in recent decades.

The MC method is first widely used to obtain the statistical characteristics of groundwater head
or solute concentrations by random sampling after the probability density function (PDF) of the
hydrogeological elements is known, where the hydrogeological elements refer to the aquifer parameters
such as hydraulic conductivity or transmissivity, storativity, porosity, dispersivity, etc., boundary and initial
conditions of flow and transport, and sinks and sources of flow and transport [10–13]. The moment equation
method can be used to calculate the mean and variance of groundwater head or solute concentrations,
provided that the mean and variance of known hydrogeological elements are given [14–18]. The moment
equation method is used to obtain the first and second moments of the hydraulic head (for flow problems) or
the solute concentration (for transport problems) by the first and second moments of the stochastic governing
equation. Many investigators have carried out the uncertainty analysis of numerical simulations based on the
Taylor expansion method or the perturbation expansion method, which also requires the mean and variance
of the hydrogeological elements [19,20]. The Taylor expansion method or the perturbation expansion
method expands head or concentration around its mean value and tries to make a connection between
the mean and variance of head and concentration with the mean and variance of the hydrogeological
elements [21,22]. The Taylor expansion or perturbation expansion method often involves the inversion of a
large coefficient matrix, which could be computationally expensive. In addition, several investigators have
studied the random theory using other methods [23–29].

Bayesian theory has also been widely used in the uncertainty analysis of numerical simulations of
groundwater flow and solute transport. This theory involves three aspects including sampling methods,
likelihood functions and convergence criteria [1]. A crucial step of the Bayesian theory is the sampling
algorithm. There are several commonly used sampling algorithms, such as the Metropolis-Hastings
algorithm, the Gibbs algorithm and the adaptive Metropolis algorithm [30–40]. Bayesian theory can obtain
the posterior probability density function of hydrogeological elements, but the premise is that the distribution
of hydrogeological parameters is known a priori.

Based on the random statistical characteristics of the hydrogeological elements, the stochastic method
obtains the statistical characteristics of the output (mainly, the head and concentration). Unfortunately, it is
sometimes difficult to know the stochastic statistical characteristics of the hydrogeological elements a priori
in actual applications.

However, although precise statistical characteristics of the hydrogeological elements may be difficult to
obtain, it may be easier to determine the ranges of possible values for the hydrogeological elements, probably
with the help hydrogeological surveys, which is conventionally conducted in nearly all the hydrogeological
investigations. If this is true, now the question is: Can we quantitatively determine the ranges of system
outputs, given the bounded but uncertain inputs of the hydrogeological elements? The method used to
tackle this question is named the interval uncertainty method (IUM), and it is practically appealing in terms
of managing groundwater resources and conducting risk assessment of contaminated aquifers. A minor
point to note is that IUM has been successfully carried out in other disciplines such as structural engineering,
interval optimization method, and irrigation water distribution, but has never been applied in subsurface
hydrology [41–50].

This study is the first attempt to use IUM for dealing with a linear groundwater flow system
in a confined aquifer. Comparison of the presented (analytic) IUM and numerical analysis of a few
hypothetical examples shows that the computational efficiency and precision of this method are very
well. The validity of IUM in nonlinear subsurface flow systems such as flow in variably saturated porous
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media or flow in an unconfined aquifer with considerable variation of water table with time is out of the
scope of this study, and will be investigated in the future.

2. Problem Description

IUM involves the interval response expression whose mathematical background is briefly explained
as follows.

2.1. Interval Response Expression

We consider that the groundwater system response ω is a function of the system parameters
α = (α1, α2, . . . , αm)

T, as stated below.

ω = ω(α) = ω(α1, α2, . . . , αm), (1)

where ω is a vector or scalar, m is the number of parameters, and T in the superscript is the transpose sign.
We consider that there are parameters with uncertainties in the parameter space. If we only know

their uncertainty range, they can be expressed using the following interval form:

αI = [α, α] = {α : α ≤ α ≤ α, α, α ∈ RL} (2)

in which α and α are, respectively, the vectors of the upper and lower bounds of the vector of uncertain
parameters α, RL is a real vector space. When the bounded uncertain parameters or parameters vector α
change within the range represented by Equation (2), the changing range for the system responseω can
be expressed in the following form:

Γ = {ω : ω = ω(α), α ≤ α ≤ α} (3)

When we know the upper and lower bounds of the bounded uncertain parameters or the
unascertained parameter vector α, the next task is to acquire the upper and lower bounds of the
groundwater system response ω, i.e., ω and ω.

2.2. Interval Parameter Type Groundwater Head Equation

The general form of groundwater flow governing equation used in numerical simulation may be
expressed as

KH = F (4)

where K is the coefficient matrix, H is the groundwater head vector at different nodes, and F is a column
vector. K and F are usually obtained by matrix and column vector superposition in a finite element or finite
difference framework, i.e., K and F can be decomposed into summations as follows:

K = K1 + K2 + · · ·+ Km =
m

∑
i=1

Ki (5)

F = F1 + F2 + · · ·+ Fm =
m

∑
i=1

Fi (6)

where m is the number of rows of K and F which are functions of hydrogeological elements, i.e.,

K = K(α), F = F(α) (7)

Therefore, Equation (7) can be transformed into

K = K(α) = ∑m
i=1 ϕi(α)K′i , F = F(α) = ∑m

i=1 φi(α)F′i (8)
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where Ki = ϕi(α)K′i, Fi = φi(α)F′i , ϕi(α) and φi(α) are functions of parameter α, and K′i and F′i are matrix
and column vector, respectively. Functions ϕi(α) and φi(α) (i = 1, 2, . . . , m) may behave differently, i.e.,
some may be nonlinear, some may be linear, and some may be zero. If α denotes the hydraulic conductivity,
the specific yield, the specific storage or parameters associated with the flow boundary, ϕi(α) and φi(α) are
linear functions, and Equation (8) can be simplified as

K = K(α) =
m

∑
i=1

αiK′i , F = F(α) =
m

∑
i=1

αiF′i (9)

If α has an uncertainty within a specified range, α can be defined as αI , where αI is the
interval parameter.

αI = [α, α] = α0 + ∆αI , ∆αI = [−α− α

2
,

α− α

2
] (10)

where α0 is the average value of parameter αI , α− α is the variation of αI , and α−α
2α0

is the rate of change
of parameter αI . According to Equation (8), we can get the following expression by utilizing the
interval expansion from interval mathematics [51].

K
(

αI
i

)
=

m

∑
i=1

αI
i K′i , F

(
αI

i

)
=

m

∑
i=1

αI
i F′i (11)

Combining Equation (11) with Equation (10), we can also obtain the following expression.

K
(

αI
)
= ∑m

i=1

(
α0

i + ∆αI
i

)
K′i , F

(
αI
)
= ∑m

i=1

(
α0

i + ∆αI
i

)
F′i (12)

Here we can simplify Equation (12) as follows:

K0 = ∑m
i=1 α0

i K′i , F0 = ∑m
i=1 α0

i F′i (13)

∆K = K
(

∆αI
)
= ∑m

i=1 ∆αI
i K′i , ∆F = F

(
∆αI

)
= ∑m

i=1 ∆αI
i F′i (14)

Finally, we can obtain the interval of groundwater head equation(
K0 + K(∆αI)

)
H = F0 + F

(
∆αI

)
(15)

which is contained in the interval parameter ∆αI . Equation (15) is an interval algebraic equation group
concerning H, whose solution is also an interval variable. Solving Equation (15), the corresponding
changes of head H interval can be obtained when αI or ∆αI changes within a certain range.

3. Interval Response Solution

3.1. Groundwater Head Interval Response Expression

When determining the interval solution of H in Equation (15), we will first obtain the average
value H0 of H, and then calculate the variation ∆H, which is a key issue to deal with. The following
discussion provides the solution to Equation (15).

The average H0 of the groundwater head satisfies the following equation:

K0H0 = F0 (16)

where K0 is the coefficient matrix when the hydrogeological parameters are set at their averages, F0 is
the column vector when sources and sinks take their averages as well.
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Meanwhile, using K0 + ∆K, H0 + ∆H and F0 + ∆F, the following equation can be written:

(K0 + ∆K)(H0 + ∆H) = F0 + ∆F (17)

where ∆K and ∆F are respectively the variations of K and F. Considering Equations (16) and (17),
and ignoring the second order and higher order terms of ∆K, ∆H, and ∆F, we can obtain an approximate
expression of the first-order disturbance about the head [51].

∆H(1) = K−1
0 (∆F− ∆KH0) (18)

where ∆H(1) is the first-order approximation of ∆H. That is, replacing ∆H with ∆H(1) in Equation (18),
where H is

H = H0 + ∆H(1) (19)

The second-order approximation of ∆H and the corresponding H is

∆H(2) = K−1
0 ∆K

(
K−1

0 ∆F− K−1
0 ∆KH0

)
, H = H0 + ∆H(1) + ∆H(2) (20)

According to the interval expansion from interval mathematics, substituting Equation (14) into
Equation (18), the first order perturbation of ∆H is approximately

∆H(1) =
m

∑
i=1

∆αI
i

(
K−1

0 (F′i − K′i H0)
)

(21)

and the component form of Equation (21) can be written as

ψ = (ψj,i), ψi =
(

K−1
0 (F′i − K′i H0

)
, i = 1, 2, . . . , m ; j = 1, 2, . . . , k′ (22)

where m and k′ are respectively the number of columns and rows of ψ in Equation (22). That is, they
indicate the number of nodes to be solved. When Equation (22) is substituted into Equation (21),
the following can be obtained:

∆H(1) = ψ∆αI (23)

According to the interval algorithm [51], the following can be obtained:

∆H(1) = ψ[−∆α, ∆α] = [−|ψ|∆α, |ψ |∆α] (24)

Therefore, one can obtain the first-order perturbation of H, which is approximately expressed as

H = H0 + [−|ψ |∆α, |ψ |∆α] (25)

Equation (25) is obtained when ϕi(α) and φi(α) both are linear expressions. It can be seen from
the solution of the interval head equation that one only needs to find the inverse of the coefficient
matrix rather than the head derivative of the changing elements to calculate the interval value of
H. In addition, when the interval value of H is obtained by this method, we find the extreme of H
(i.e., the maximum and minimum values) in a certain interval, which is obviously different from the
general perturbation method that only finds the variation of H within a certain interval rather than
its extreme value. When applied in groundwater, the general perturbation method is a method of
calculating the variation of groundwater head, which is based on the hydrogeological elements rate of
change is known.
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3.2. Algorithmic Details

The groundwater head interval response calculation is applied in the whole process of the number
simulation of groundwater flow. Because the coefficient matrixes of the subdivision element sections
are first obtained based on the subdivision elements coefficient matrixes superposition, the total
coefficient matrix in the number simulation program of groundwater flow is obtained. The algorithmic
description of the interval parameter perturbation method is listed in Algorithm 1.

Algorithm 1. Interval Parameter Perturbation Method Algorithm.

After the head H0 for a certain calculation period was obtained
1. Solving K′i , F′i and K′i H0 for the section of each subdivision element;
2. Solving K−1

0 , and then K−1
0 (F′i − K′i H0) can be obtained;

3. Traversing each subdivision element, ψ can be obtained;
4. Calculating |ψ|∆α, ∆H(1) could be obtained;
Calculating above-described steps 1–4, the current time head can be obtained ∆H(1)

In the whole calculation, when the hydrogeological elements change within a certain interval,
determining the head interval response is essentially a matter of interval optimization. In the following
sections, numerical examples will be used to analyze the effectiveness of the proposed interval method.

4. Numerical Examples

To verify the effectiveness of the method in solving the interval-based parametric groundwater
head equation, we establish a synthetic two-dimensional confined aquifer flow model in this section.
The confined aquifer has an extent of 400 m × 400 m in horizontal dimensions, and a thickness of 10 m.
The total numbers of subdivision triangular elements are 620. Taking the aquifer base as the reference
surface, the top elevation of the aquifer is 10 m. The initial water head of the aquifer is uniformly set
at 100 m, the initial hydraulic gradient is zero, and the left boundary of the aquifer is defined as a
constant-head boundary with a value of 100 m. The remaining three boundaries of the aquifer are set to
be general-head boundaries (GHB) in which the head, the hydraulic conductivity and the reciprocal of
the distance are 100 m, 1 m/day and 0.1 m−1, respectively. The aquifer is heterogeneous and isotropic.
According to different hydraulic conductivity values chosen at different regions, the aquifer is divided
into four sections.

A graphic representation of the aquifer associated with a sample discretization used in the
numerical simulation is shown in Figure 1. The values of the hydraulic conductivities of different
zones are shown in Table 1. From Figure 1, one can see that the pumping well (well No. 1 in Figure 1),
which has coordinates of (200 m, 200 m), is located at the center of the aquifer. Meanwhile, each
section contains an observation well. Considering steady-state flow, we will calculate and analyze
three scenarios in the following sections. For Scenario One, the conductivities of the four sections
are considered as the interval variable. On the basis of Scenario One, an injection well at coordinates
of (100 m, 150 m) is added in Scenario Two. On the basis of Scenario Two, additional interval of
boundary conditions is considered in Scenario Three. To verify the effectiveness of this proposed
method, the degree of problem complexity increases from Scenario One to Scenario Three.
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Figure 1. Division graph of ideal groundwater flow model and map showing the locations of the pumping
well and the observation wells. (Pumping well: 1; observation wells: 2–5; injection well: 6; length unit: m.)

Where the numerical calculations are performed, we adopt the Groundwater Flow Model
(GFModel) program which is based on an arbitrary polygon finite-difference method, developed
by the first author (Guiming Dong) of China University of Mining and Technology [52]. The domain
of interest is discretized into polygons. Further refinement of the discretization mesh does not
provide noticeable improvement of the simulation results. Adopting the method of superposition
of the osmotic matrix of the triangular element to form the coefficient matrix, the GFModel is a
newly developed program, which can deal with the common boundary conditions, sources and
sinks, and time-dependent hydrogeological parameters and can also carry out three-dimensional
groundwater flow MC calculation, the general perturbation calculation, and interval parameter
perturbation calculation.

Table 1. Hydraulic conductivity in each zone of the model.

Partition Hydraulic Conductivity (Average Value) (m/day)

One 1
Two 10

Three 5
Four 3

4.1. Scenario One

We set the flow of the pumping wells to be 1500 m3/day. Increasing at 0.05 intervals, the rate of
change in the hydraulic conductivity changes from 0.05 to 0.4 in four zones seen in Figure 1, where the
average value multiplied by the rate of change is equal to half of the variation of the parameter as
referring to Equation (10). For example, the average hydraulic conductivity of the first partition is
1 m/day, when the rate of change is 0.2, then the interval of the hydraulic conductivity is [0.8, 1.2],
and the variation of the parameter is 0.4 m/day. Moreover, we perform a comparative analysis of
the MC method and the method proposed in this paper. The number of realizations used in the MC
method is found to be 6.25 × 106 after some numerical exercises. The maximum, minimum and
variation of the groundwater head obtained by the MC method are taken as theoretical values. Using a
computer with 4 GB of memory and CPU frequency of 2.5 GHz, the calculation time of MC is 2.6 days,
and the calculation time of the IUM is 4.2 s. The results are shown in Figure 2, Tables 2 and 3.
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Figure 2. Comparison of two methods in Scenario One ((a) observation well 2; (b) observation well 3;
(c) observation well 4; (d) observation well 5).

The smallest head and the largest head in each observation well decrease and increase respectively
as the hydraulic conductivity rate of change increases, and the variations in head and the relative error
increase correspondingly. The results of the proposed method show that when the rate of change is
less than 0.2, the relative error of the head variation is generally limited to within 5%; while when the
rate of change is less than 0.3, the relative error of the head variation is generally limited to within 10%,
as seen in Table 1.

The theoretical head variation obtained from the MC method in the observation wells
displays somewhat nonlinear relationship with the rate of change in the hydraulic conductivity.
Instead, the relationship is best described as piecewise-linear. As can be seen from Figure 2,
the theoretical head variation follows a nice linear relationship with the rate of change when the
latter is less than 0.2. However, the theoretical variation starts to deviate from the linear trend when
the rate of change is greater than 0.2.

For a given rate of change, when the hydraulic conductivities of four sections simultaneously take
their minimum values, the head for the observation well is the same as the minimum theoretical
head. Similarly, when the hydraulic conductivities of four sections simultaneously take their
maximum values, the head for the observation well is also the same as the maximum theoretical
head. The variations in the head calculated by the general perturbation method are the same as those
calculated using the method proposed in this study. In the meantime, the corresponding values of
ψ all must be positive in Equation (22), because only in this case, the general perturbation method
calculated results will be the same with the computational result of Equation (25), which suggests that
the general perturbation method has a close relationship with the proposed method.
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Table 2. Calculation results table for Scenario One (unit: m).

Rate of
Change

Observation Well No. 2

MC Calculation Results IUM Calculation Results

Relative Error (%)Lowest
Head

Highest
Head

Variations
in Head

Lowest
Head

Highest
Head

Variations
in Head

0.05 97.8684 98.0687 0.2003 97.8760 98.0758 0.1998 0.28
0.1 97.7515 98.1552 0.4037 97.7762 98.1757 0.3995 1.03

0.15 97.621 98.2342 0.6133 97.6763 98.2756 0.5993 2.28
0.2 97.4741 98.3067 0.8326 97.5764 98.3755 0.7991 4.02

0.25 97.3076 98.3733 1.0657 97.4765 98.4753 0.9988 6.27
0.3 97.1174 98.4348 1.3174 97.3766 98.5752 1.1986 9.02

0.35 96.8979 98.4917 1.5938 97.2767 98.6751 1.3984 12.27
0.4 96.6419 98.5447 1.9028 97.1769 98.7750 1.5981 16.01

Rate of
Change

Observation Well No. 3

MC Calculation Results IUM Calculation Results

Relative Error (%)Lowest
Head

Highest
Head

Variations
in Head

Lowest
Head

Highest
Head

Variations
in Head

0.05 98.6456 98.7665 0.1209 98.6506 98.7711 0.1205 0.28
0.1 98.5751 98.8187 0.2436 98.5903 98.8314 0.2411 1.04

0.15 98.4963 98.8664 0.3701 98.5300 98.8916 0.3616 2.28
0.2 98.4078 98.9102 0.5024 98.4697 98.9519 0.4822 4.02

0.25 98.3074 98.9504 0.643 98.4095 99.0122 0.6027 6.26
0.3 98.1927 98.9876 0.7948 98.3492 99.0725 0.7233 9.01

0.35 98.0605 99.022 0.9615 98.2889 99.1327 0.8438 12.24
0.4 97.9062 99.054 1.1478 98.2287 99.1930 0.9643 15.98

Rate of
Change

Observation Well No. 4

MC Calculation Results IUM Calculation Results

Relative Error (%)Lowest
Head

Highest
Head

Variations
in Head

Lowest
Head

Highest
Head

Variations
in Head

0.05 98.4301 98.5709 0.1408 98.4359 98.5763 0.1404 0.28
0.1 98.348 98.6318 0.2838 98.3657 98.6466 0.2809 1.04

0.15 98.2564 98.6874 0.4311 98.2955 98.7168 0.4213 2.27
0.2 98.1534 98.7385 0.5851 98.2253 98.7870 0.5617 4

0.25 98.0367 98.7854 0.7488 98.1551 98.8572 0.7021 6.23
0.3 97.9034 98.8288 0.9254 98.0848 98.9274 0.8426 8.95

0.35 97.7498 98.869 1.1193 98.0146 98.9976 0.983 12.18
0.4 97.5707 98.9064 1.3358 97.9444 99.0678 1.1234 15.9

Rate of
Change

Observation Well No. 5

MC Calculation Results IUM Calculation Results

Relative Error(%)Lowest
Head

Highest
Head

Variations
in Head

Lowest
Head

Highest
Head

Variations
in Head

0.05 92.005 92.7623 0.7572 92.0305 92.7857 0.7552 0.27
0.1 91.5633 93.0893 1.526 91.6529 93.1633 1.5104 1.02

0.15 91.0697 93.3879 2.3182 91.2753 93.5409 2.2656 2.27
0.2 90.5145 93.6617 3.1472 90.8977 93.9185 3.0208 4.01

0.25 89.8852 93.9135 4.0283 90.5201 94.2961 3.776 6.26
0.3 89.1661 94.146 4.9799 90.1425 94.6737 4.5312 9.01

0.35 88.3364 94.3612 6.0249 89.7649 95.0513 5.2864 12.26
0.4 87.3684 94.5612 7.1928 89.3873 95.4289 6.0416 16

Table 3. Root mean square error (RMSE) calculation results of variations in head for Scenario One.

Rate of Change 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4

RMSE 0.2236 0.3162 0.3873 0.4472 0.5000 0.5477 0.5916 0.6325

4.2. Scenario Two

Based on Scenario One, we install a new injection well with a flow rate of 1500 m3/day at the
coordinates (100 m, 150 m). The hydraulic conductivity rate of change is also adjusted from 0.05 to 0.4.
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The number of realizations used in the MC method model is also 6.25 × 106. The calculation time of
MC and the IUM is same as that on the scenario One. The results are shown in Figure 3, Tables 4 and 5.
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Figure 3. Comparison of the two methods in Scenario Two ((a) observation well 2; (b) observation well
3; (c) observation well 4; (d) observation well 5).

The results of Scenario Two are consistent with their counterparts in Scenario One, with some
slight discrepancies in terms of specific values shown in Table 3 and Figure 3. For the same rate of
change in the hydraulic conductivity, the relative errors of observation well 3 and observation well
5 are basically the same in both scenarios; while the relative error of observation well 4 in Scenario Two
is slightly larger than its corresponding value in Scenario One. Moreover, the relative error of the
observation well 2 under Scenario Two is slightly less than its corresponding value under Scenario One.
It is obvious that although Scenario Two is more complicated hydrogeologically (as it involves an
additional injection well) than that of Scenario One, the accuracy of the proposed method does not
show any noticeable decline. In addition, the results of the proposed method show that when the rate
of change is less than 0.2, the relative error of the head variation is generally less than 5%; while when
the rate of change is less than 0.3, the relative error of the head variation is generally less than 10%.

For a given rate of change of the hydraulic conductivity, further analysis shows that when the
hydraulic conductivities of four sections simultaneously take their minimum values, the head for the
observation well does not correspond to the minimum theoretical head calculated from the MC method.
Similar conclusion can be drawn when the hydraulic conductivities of four sections simultaneously take
their maximum values. This finding is certainly quite different from that of Scenario One. Taking the
observation well 4 as an example, with a rate of change of 0.2, when the hydraulic conductivities of
four sections are set at their minimum and maximum values simultaneously, the heads of observation
well 4 are 100.62 and 100.41 m, respectively. These values are clearly different from the minimum
(100.35 m) and the maximum (100.74 m) heads calculated using the MC method.
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Based on above analysis, one can conclude that the result of the general perturbation method
will differ from the method proposed in this paper. That implies that the corresponding value of ψ

in Equation (22) is not always positive. Using observation well 4 as an example, when the hydraulic
conductivity rate of change is all 0.2 in four sections, the head variation of the observation well is 0.20 m
using the general perturbation method, which is obviously different from the head variation of 0.37 m
calculated using the method of this study. It also shows that the method proposed in this study can
calculate the extreme values of the head at any given node, whereas the general perturbation method
only calculates the head variation of the node under a certain variation, which is obviously different.

Table 4. Calculation results table for Scenario Two (unit: m).

Rate of
Change

Observation Well No. 2

MC Calculation Results IUM Calculation Results

Relative Error (%)Lowest
Head

Highest
Head

Variations
in Head

Lowest
Head

Highest
Head

Variations
in Head

0.05 99.1171 99.2035 0.0864 99.1157 99.2018 0.0861 0.27
0.1 99.067 99.2409 0.1739 99.0726 99.2449 0.1723 0.95

0.15 99.0114 99.2754 0.264 99.0296 99.2880 0.2584 2.12
0.2 98.9493 99.3071 0.3578 98.9865 99.3310 0.3445 3.72

0.25 98.8793 99.3364 0.457 98.9435 99.3741 0.4306 5.78
0.3 98.7997 99.3634 0.5637 98.9004 99.4172 0.5168 8.33

0.35 98.7082 99.3886 0.6804 98.8573 99.4602 0.6029 11.39
0.4 98.6018 99.412 0.8102 98.8143 99.5033 0.689 14.95

Rate of
Change

Observation Well No. 3

MC Calculation Results IUM Calculation Results

Relative Error (%)Lowest
Head

Highest
Head

Variations
in Head

Lowest
Head

Highest
Head

Variations
in Head

0.05 99.1447 99.2219 0.0772 99.1440 99.2210 0.077 0.3
0.1 99.0996 99.2552 0.1556 99.1055 99.2595 0.154 1.05

0.15 99.0493 99.2857 0.2364 99.0671 99.2980 0.2309 2.3
0.2 98.9927 99.3136 0.3209 99.0286 99.3365 0.3079 4.05

0.25 98.9286 99.3393 0.4107 98.9901 99.3750 0.3849 6.29
0.3 98.8553 99.3631 0.5078 98.9516 99.4135 0.4619 9.04

0.35 98.7708 99.385 0.6143 98.9131 99.4519 0.5388 12.28
0.4 98.6722 99.4055 0.7333 98.8746 99.4904 0.6158 16.02

Rate of
Change

Observation Well No. 4

MC Calculation Results IUM Calculation Results

Relative Error (%)Lowest
Head

Highest
Head

Variations
in Head

Lowest
Head

Highest
Head

Variations
in Head

0.05 100.4527 100.5463 0.0936 100.4468 100.5401 0.0933 0.32
0.1 100.4138 100.6029 0.1891 100.4001 100.5867 0.1866 1.32

0.15 100.379 100.6676 0.2885 100.3535 100.6334 0.2799 3.01
0.2 100.3479 100.7422 0.3943 100.3069 100.6800 0.3731 5.36

0.25 100.3199 100.8288 0.5088 100.2602 100.7266 0.4664 8.34
0.3 100.2947 100.9302 0.6355 100.2136 100.7733 0.5597 11.93

0.35 100.2718 101.0502 0.7783 100.1669 100.8199 0.653 16.1
0.4 100.2511 101.1935 0.9424 100.1203 100.8666 0.7463 20.81

Rate of
Change

Observation Well No. 5

MC Calculation Results IUM Calculation Results

Relative Error (%)Lowest
Head

Highest
Head

Variations
in Head

Lowest
Head

Highest
Head

Variations
in Head

0.05 96.1732 96.5366 0.3634 96.1744 96.5368 0.3624 0.28
0.1 95.9612 96.6935 0.7322 95.9933 96.7180 0.7247 1.03

0.15 95.7243 96.8368 1.1125 95.8121 96.8992 1.0871 2.29
0.2 95.4578 96.9682 1.5104 95.6309 97.0803 1.4494 4.04

0.25 95.1557 97.089 1.9333 95.4497 97.2615 1.8118 6.29
0.3 94.8105 97.2006 2.3901 95.2686 97.4427 2.1741 9.04

0.35 94.4123 97.3038 2.8916 95.0874 97.6239 2.5365 12.28
0.4 93.9476 97.3998 3.4522 94.9062 97.8050 2.8988 16.03
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Table 5. RMSE calculation results of variations in head for Scenario Two.

Rate of Change 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4

RMSE 0.2236 0.3162 0.3873 0.4472 0.5000 0.5477 0.5916 0.6325

4.3. Scenario Three

The difference between Scenario Three and Scenario Two is that the number of hydrogeological
elements with interval variations, and the hydrogeological elements with interval variations, include
the hydraulic conductivities of four sections, the head at the head boundary, the hydraulic conductivity,
and the head at GHB. The reciprocal of the distance at GHB is constant. The hydraulic conductivity
rate of change also changes from 0.05 to 0.4 in four sections. The numbers of realizations used in
the MC method model are also 6.25 × 106 times. The calculation time of MC is 4.1 days, while the
calculation time of the IUM is only 4.2 s. The results are shown in Figure 4, Tables 6 and 7.
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Figure 4. Comparison of two methods in Scenario Three ((a) observation well 2; (b) observation well 3;
(c) observation well 4; (d) observation well 5).
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Table 6. Calculation results table for Scenario Three (unit: m).

Rate of
Change

Observation Well No. 2

MC Calculation Results IUM Calculation Results

Relative Error (%)Lowest
Head

Highest
Head

Variations
in Head

Lowest
Head

Highest
Head

Variations
in Head

0.05 94.1189 104.2004 10.0815 94.1151 104.2025 10.0874 -0.06
0.1 89.068 109.2383 20.1703 89.0714 109.2462 20.1748 -0.02

0.15 84.0113 114.2732 30.2619 84.0277 114.2898 30.2621 0
0.2 78.948 119.3051 40.357 78.9840 119.3335 40.3495 0.02

0.25 73.8765 124.3347 50.4581 73.9403 124.3772 50.4369 0.04
0.3 68.7955 129.3619 60.5665 68.8966 129.4209 60.5243 0.07

0.35 63.7017 134.3872 70.6854 63.8530 134.4646 70.6116 0.1
0.4 58.5928 139.4107 80.8179 58.8093 139.5083 80.699 0.15

Rate of
Change

Observation Well No. 3

MC Calculation Results IUM Calculation Results

Relative Error(%)Lowest
Head

Highest
Head

Variations
in Head

Lowest
Head

Highest
Head

Variations
in Head

0.05 94.1441 104.2213 10.0772 94.1418 104.2233 10.0815 -0.04
0.1 89.0965 109.2566 20.1601 89.1010 109.2640 20.163 -0.01

0.15 84.0431 114.2889 30.2458 84.0603 114.3048 30.2445 0
0.2 78.9832 119.3184 40.3351 79.0195 119.3455 40.326 0.02

0.25 73.9152 124.3456 50.4304 73.9788 124.3863 50.4075 0.05
0.3 68.8376 129.3707 60.5331 68.9380 129.4270 60.489 0.07

0.35 63.7481 134.3939 70.6458 63.8973 134.4678 70.5705 0.11
0.4 58.6436 139.4154 80.7719 58.8565 139.5085 80.652 0.15

Rate of
Change

Observation Well No. 4

MC Calculation Results IUM Calculation Results

Relative Error (%)Lowest
Head

Highest
Head

Variations
in Head

Lowest
Head

Highest
Head

Variations
in Head

0.05 95.4547 105.5433 10.0886 95.4466 105.5402 10.0936 -0.05
0.1 90.4155 110.6001 20.1846 90.3998 110.5871 20.1873 -0.01

0.15 85.3804 115.6652 30.2848 85.3530 115.6339 30.2809 0.01
0.2 80.3488 120.7401 40.3913 80.3062 120.6807 40.3745 0.04

0.25 75.3202 125.8274 50.5071 75.2593 125.7275 50.4682 0.08
0.3 70.2943 130.9296 60.6353 70.2125 130.7743 60.5618 0.12

0.35 65.2703 136.0506 70.7803 65.1657 135.8211 70.6554 0.18
0.4 60.2483 141.1954 80.947 60.1189 140.8680 80.7491 0.24

Rate of
Change

Observation Well No. 5

MC Calculation Results IUM calculation results

Relative Error(%)Lowest
Head

Highest
Head

Variations
in Head

Lowest
Head

Highest
Head

Variations
in Head

0.05 91.1783 101.5286 10.3503 91.1738 101.5374 10.3636 -0.13
0.1 85.9656 106.6861 20.7205 85.9920 106.7192 20.7272 -0.03

0.15 80.7276 111.8301 31.1025 80.8102 111.9010 31.0908 0.04
0.2 75.4604 116.9617 41.5013 75.6284 117.0828 41.4544 0.11

0.25 70.1571 122.0831 51.926 70.4466 122.2646 51.818 0.21
0.3 64.8106 127.1951 62.3845 65.2648 127.4464 62.1816 0.33

0.35 59.4111 132.2985 72.8874 60.0830 132.6282 72.5452 0.47
0.4 53.9448 137.3947 83.4499 54.9012 137.8100 82.9088 0.65

Table 7. RMSE calculation results of variations in head for Scenario Three.

Rate of Change 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4

RMSE 0.2236 0.3162 0.3873 0.4472 0.5000 0.5477 0.5916 0.6325

The smallest head and the largest head for each observation well decrease and increase,
respectively, as the hydraulic conductivity rate of change increases, and the variations in head and the
relative error increase correspondingly. The results of the proposed method show that when the rate of
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change reaches 0.4, the maximum of the relative error is only 0.65%. This suggests that the relative
error is generally limited to 1%.

There is a nice linear relationship between the theoretical head variation calculated from the
MC method and the rate of change of the hydraulic conductivity, as can be seen from Figure 4.
Interestingly enough, the head variation calculated by the proposed method of this study shows
almost the same linear relationship with the rate of change in the hydraulic conductivity. This explains
why the two methods have relatively small relative errors. It is obvious that, although the number
of hydrogeological elements that are allowed to change in Scenario Three is larger (Scenario Three
includes seven changing hydrogeological elements), the linearity of the system interval response is
improved, and the accuracy of the method is improved as well. Therefore, the number of intervals does
not appear to be the primary factor determining the accuracy of the proposed method. Because the
degree of linearity of Scenario Three is higher than that of Scenario Two, it is reasonable to infer that
the degree of linearity should be the main factor affecting the accuracy of the proposed method.

As in Scenario Two, the head for the observation well is not always the same as the
minimum (or maximum) theoretical head when all the hydrogeological elements take their minimum
(or maximum) values. The result of the general perturbation method is also different from that obtained
from the method of this study. Once again, using observation well 4 as an example, with a rate of
change of 0.1, where the rate of change is for all the seven changing hydrogeological elements, the head
variation of the observation well is 19.90 m using the general perturbation method. This result is
obviously different from the head variation of 20.19 m calculated by the method of this study. It can be
seen from the three scenarios of numerical examples when three conditions, including the aquifer are
confined aquifer, ϕi(α) and φi(α) both are linear expressions and the interval of the changing elements
is little change, are satisfied in the same time, the IUM can perform better, while any of the above
three conditions are not satisfied, the IUM validity has not yet been checked. The inverse of matrix
is the main factor that influences the calculation efficiency of the method. For the above problems,
we will carry out research in the following study. In addition, the method can only obtain the changing
interval of the head, while giving the statistical characteristics of the head.

5. Conclusions

In this study, in contrast to the stochastic methods used in many numerical simulations of
groundwater flow and solute transport, a new concept involving interval mathematics is proposed to
quantify the uncertainty analysis of groundwater flow and solute transport. This concept originates
from the concept of interval uncertainty. The form of the interval-type groundwater flow governing
equation is presented, and the interval parameter perturbation method is provided. Since this method
only required matrix inversion to obtain the derivative of the head for the changing hydrogeological
elements, the method is computationally much more efficient than the conventional MC method.
Using this method, the interval response of the groundwater head can be obtained, which is different
from the value obtained by the general perturbation method.

Three hypothetical scenarios with an increasing degree of hydrogeological complexity and
uncertainty are used as examples to illustrate the performance of the proposed method, including
its accuracy and robustness. It appears that the accuracy of the method depends on the linearity
between the simulated head variation and the changing hydrogeological elements. In addressing
practical problems, the proposed method is recommended when the rate of change for the changing
hydrogeological elements is less than a certain value such as 0.2, as great linearity between the
simulated head variation and the changing hydrogeological elements has been identified under such
condition. Further research is needed to determine the upper limit of the rate of change for the changing
hydrogeological elements when this method is used under a wide range of hydrogeological conditions.
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