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Abstract: The aims of this work are to present an analysis of quality solar radiation data and develop
several hourly models of photosynthetically active radiation (PAR) using combinations of radiometric
variables such as global horizontal irradiance (GHI), diffuse horizontal irradiance (DHI), and direct
normal irradiance (DNI) from their dimensionless indices atmospheric clearness index (kt), horizontal
diffuse fraction (kd), and normal direct fraction (kb) together with solar elevation angle (α). GHI,
DHI, and DNI data with 1-minute frequencies in the period from 2016 to 2021 from CEDER-CIEMAT,
in a northern plateau, and PSA-CIEMAT in the southeast of the Iberian Peninsula, were used to
compare two locations with very different climates according to the Köppen—Geiger classification.
A total of 15 multilinear models were fitted and validated (with independent training and validation
data) using first the whole dataset and then by kt intervals. In most cases, models including the
clearness index showed better performance, and among them, models that also use the solar elevation
angle as a variable obtained remarkable results. Additionally, according to the statistical validation,
these models presented good results when they were compared with models in the bibliography.
Finally, the model validation statistics indicate a better performance of the interval models than the
complete models.

Keywords: photosynthetically active radiation; clearness index; solar elevation; PAR modeling

1. Introduction

Plants and other living organisms, such as algae, perform photosynthesis to convert
solar energy into chemical energy that they can use in their metabolism processes. The
portion of solar spectra they use for photosynthesis is called photosynthetically active
radiation (PAR), which is located between 400 and 700 nm in wavelength. PAR is an agro-
meteorological parameter with multiple applications in many fields, such as the agro-food
industry or crop culture. These visible spectral measurements constitute a fundamental
factor in the metabolism, growth, and biomass production of plants or crops [1–7] and
evaluate CO2 sequestration by microalgae [8–10]. This variable is also of interest in calcu-
lations that involve gross or net primary production [11,12], the efficiency of using PAR
to convert absorbed energy into biomass [13], or carbon exchange between the ecosystem
and the atmosphere [14,15]. For example, the optical properties covering between 400 and
700 nm of the greenhouse must be taken into account in the design of it [16,17], as well as
the availability of PAR within the greenhouse, which seems to be highly affected in the
vertical plane by its orientations [18].

Due to the complexity of interactions with the Earth’s atmosphere, the spatial and sea-
sonal variability of solar irradiance, particularly at the PAR spectrum, has been addressed
in previous studies [19–21]. Furthermore, the ratio between PAR and global irradiance

Land 2022, 11, 1868. https://doi.org/10.3390/land11101868 https://www.mdpi.com/journal/land

https://doi.org/10.3390/land11101868
https://doi.org/10.3390/land11101868
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/land
https://www.mdpi.com
https://orcid.org/0000-0002-6572-5358
https://orcid.org/0000-0002-1729-1946
https://orcid.org/0000-0003-4522-6815
https://doi.org/10.3390/land11101868
https://www.mdpi.com/journal/land
https://www.mdpi.com/article/10.3390/land11101868?type=check_update&version=1


Land 2022, 11, 1868 2 of 25

also shows seasonal changes and spatial variability worldwide [22]. The amount of solar
irradiance reaching the Earth’s surface is affected by the cloudiness and aerosols present in
the atmosphere [23]. The extinction of irradiance caused by aerosols is greater for shorter
wavelengths, in consequence, the presence of aerosols affects the ultraviolet or visible
bands more strongly than the infrared bands [24]. On the other hand, clouds affect solar
irradiance by absorption and scattering, while the absorption of water vapor is higher at
longer wavelengths, scattering is non-selective. Therefore, PAR, which is located in the
visible range, is strongly dependent on the climatic and atmospheric conditions of each
location [25,26] and is strongly affected by the presence of clouds, and higher values are
measured under clear skies [27].

Radiometric or meteorological stations including PAR sensors are scarce. Global hori-
zontal irradiance (GHI), diffuse horizontal irradiance (DHI), and direct normal irradiance
(DNI) are the most frequently available measured solar radiation data. PAR data are not al-
ways available at a specific location or for a required period. To fill this gap, remote sensing
data are necessary, such as satellite data or PAR models. In this context, many models have
been developed in the past to provide PAR estimates at different locations. Therefore, many
local PAR models based on empirical correlations between radiometric and meteorological
parameters are described in the literature. Escobedo et al. (2009) developed several models
correlating the GHI and PAR considering four sky conditions in terms of the daily values
of clearness index (kt) [28]; Alados et al. (1996) described the variation of the ratio of PAR
to broadband solar radiation from multivariate models with other information such as (kt),
solar elevation angle (α), and dew point temperature [29]; Mizoguchi et al. (2014) proposed
a multiple linear regression model with independent variables as kt, optical air mass, and
water vapor pressure [30]; Yu et al. (2015) predicted daily PAR from empirical relationships
GHI, kt and horizontal diffuse fraction (kd), skylight brightness along with the dew point
temperature and the cosine of the solar zenith angle [31]; Pashiardis et al. (2017) used to
investigate the seasonal characteristics of the PAR and the PAR fraction according to the
GHI, kt, optical air mass, zenith solar angle, water vapor saturation pressure, and water
vapor pressure [32]; Vindel et al. (2018) and Ferrera-Cobos et al. (2020) used the GHI to
model PAR radiation [21,26]; Ferrera-Cobos et al. (2021) modelled climate regions using
variables such as GHI, kt, temperature, relative humidity, and zenith angle cosine [33];
and García-Rodríguez et al. (2021) used ten meteorological indices such as sky clearness
index, kd, horizontal direct fraction, GHI, zenith angle cosine, temperature, pressure, and
others [34]. These PAR models generally use kt, kd, horizontal direct fraction, and/or other
meteorological parameters but do not include the normal direct fraction (kb) [35,36] as an
input variable to the models. Liu and Jordan (1960) defined this index and established
an empirical relationship between the intensities of direct and diffuse radiation on clear
days [37].

In the present work, several PAR models are elaborated using combinations of ra-
diometric variables such as GHI, diffuse horizontal irradiance (DHI), and direct normal
irradiance (DNI) from their dimensionless parameters kt, kd, and kb, along with α. The
models were then validated at two stations located in the interior of the northern plateau,
Centro de Desarrollo de Energías Renovables (CEDER-CIEMAT) and in the southeast
of the Iberian Peninsula, Plataforma Solar de Almería (PSA-CIEMAT). Finally, the most
remarkable models are compared with models in the bibliography.

2. Materials and Methods

Data from two radiometric stations located in Spain were used for this work, partic-
ularly CEDER-CIEMAT (41.60◦ N, 2.51◦ W and 1099 m.a.s.l.) in the center of the Iberian
Peninsula and PSA-CIEMAT (37.09◦ N, 2.37◦ W and 496 m.a.s.l.) in the southeast of Spain
(Figure 1). CEDER-CIEMAT has a continental Mediterranean climate, and PSA-CIEMAT
has an arid climate according to the Köppen–Geiger classification [38,39]. Both stations
provided GHI, DHI, and DNI data with 1-min frequencies in the period from 30 January
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2018 to 13 July 2021 in the case of CEDER-CIEMAT, while PSA-CIEMAT provided data
from 24 February 2016 to 13 July 2021.
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Figure 1. Location of the CEDER-CIEMAT and PSA-CIEMAT stations.

Kipp and Zonen CM-11 or CM-21 pyranometers, secondary-standard instruments,
were used to measure the experimental data for GHI and DHI, while a first-class CH1
pyrheliometer was used to measure the experimental data for DNI. In every instance, these
instruments comply with the requirements set forth by WMO (2008) for high-quality class
sensors. The sensors are attached to a Kipp and Zonen 2AP two-axis tracker, which has an
accuracy of better than 0.1◦ and tracks the Sun’s path.

On the other hand, periodic calibration is carried out in accordance with ISO 9059,
ISO 9846, and ISO 9847 in a specific calibration facility at PSA. These instruments have an
accuracy of less than 2%.

Finally, PAR was collected using an ML-020P (EKO Instruments). There is no specific
standard method for performing a calibration; usually, it is performed using standard light
sources that are traceable to NIST, and thus a calibration is performed with the manufacturer
every two years. The precision is ±5%.

To ensure data quality by minimizing the effect of environmental factors, the quality
control method defined by the BSRN has been applied [40]. To date, no standard PAR
quality control model has been defined. This led to several approaches to the validation
of PAR data. However, in this work, PAR data have been validated using the following
criteria [32,41]: the measured PAR values must be lower than the extraterrestrial PAR,
and the daily PAR/GHI ratio should be in the range of 1.6 and 2.5 µmol/Ws. The second
criterion is arbitrary and is based on a minimum number of possible outliers. In other words,
by bounding the PAR/GHI ratio between 1.6 and 2.5, the number of outliers eliminated by
the last filter is lower than for other intervals. Data recorded at night were deleted a priori.

Before generating the training dataset, data with a solar elevation angle of less than 7◦

were also eliminated to minimize measurement errors due to a large mass of air traversed
when the sun is close to the horizon (solar geometry). In addition, the possible outliers
present in each of the subsets were removed to eliminate the unrepresentative data [42].
After filtering, 80% of the randomly taken data from each database was used for model
fitting, and the remaining 20% was used to validate it separately in each location. To avoid
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overweighting, the same number of observations was chosen for both databases to conduct
the training of the models. As the PSA-CIEMAT dataset is larger than CEDER-CIEMAT,
the validation data for PSA-CIEMAT would be composed of the initial 20% from the total
measurement period plus the data belonging to the initial 80% that have not been used to
fit the model. Therefore, the training data of the models are the union of those obtained
from CEDER-CIEMAT and PSA-CIEMAT.

The explanatory variables of the model were calculated using the expressions of (1) to
(4) [43,44], where Isc is the extraterrestrial irradiance constant equal to 1367 Wm−2. δ, φ, ω,
and ε represent, respectively, the declination, the geographical latitude of the station, the
solar hour angle, and eccentricity correction factor of the Earth’s orbit [35,36,44].

sin(α) = sin(φ) · sin(δ) + cos(φ) · cos(δ) · cos(ω) (1)

kt =
GHI

ISC · ε · sin(α)
(2)

kd =
DHI
GHI

(3)

kb =
DNI

ISC · ε
(4)

The models were developed through multilinear regressions using different combi-
nations of the variables kt, kd, kb, and sin(α). The number of possible combinations was
15; that is, 2n − 1 models, where n is the number of independent variables listed above.
These independent variables of the models are dimensionless. Taking into account that the
magnitude range of the independent variables and the PAR is very different, the PAR/I0
ratio was chosen as the output variable for the models tested, where I0 is the extraterrestrial
irradiance for 1 h centered around the middle of each hour angleω [44].

I0 = Isc · ε · sin(α) (5)

The complete models were trained from the entire training dataset, while the interval
models were fitted from the interval-separated training data. The training and validation
data used for the complete model are the same as those used for the corresponding interval
model. In the latter case, the training and validation data were divided into three kt
intervals to accommodate different sky conditions, so that the first interval (0 ≤ kt ≤ 0.3)
corresponds to cloudy skies, the second (0.3 < kt ≤ 0.7) to partly cloudy skies, while
the third (0.7 < kt ≤ 1) refers to clear sky conditions [31,45]. To assess the goodness
of the models, the PAR estimated from the three intervals was unified before validation.
The models were validated by comparing the PAR estimates with the 20% measured data
(validation data). The same was performed for the complete models. Statistical parameters
such as the coefficient of determination (R2), mean bias error (MBE), mean absolute error
(MAE), root mean square error (RMSE), mean percentage error (MPE), and absolute error
were used to assess the goodness of all models:

MBE =
1
n

n

∑
i=1

(PARModeled − PARMeasured) (6)

MAE =
1
n

n

∑
i=1
|PARModeled − PARMeasured| (7)

RMSE =

√
1
n

n

∑
i=1

(PARModeled − PARMeasured)
2 (8)

MPE =
100%

n

n

∑
i=1

PARMeasured − PARModeled
PARMeasured

(9)
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R2 =
σ2

PARmodeled PARmeasured
σ2

PARmodeled σ
2
PARmeasured

(10)

Absolute_error = measured_value− estimated_value (11)

3. Results and Discussion
3.1. Graphical Analysis of PAR and Other Radiometric Variables

The graphs illustrated in Figures 2–7 show the behavior of PAR with respect to the
other radiometric variables, using previously filtered data provided by both stations.
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In the plots shown in Figure 2, the scatterplot between the PAR and the solar elevation
angle is illustrated. As expected, higher PAR values were reached for higher solar elevation
angles and with high clearness indices. In fact, the difference between clear days (kt higher
than 0.7) and cloudy days (kt lower than 0.3) is very clear at both stations. However, there
are some particularities in each station. For instance, since PSA-CIEMAT is in a more
southern location, there were larger solar elevation angles there. On the other hand, in
CEDER-CIEMAT, lower clearness indexes were reached for solar elevation angles below
30◦. This can also be seen in Figure 6, which will be commented on below.

In Figure 3, a considerable number of high values of kt are observed over a wide range
of irradiance in the PSA-CIEMAT station than in the CEDER-CIEMAT station (Figure 3a,b).
This can be explained by the arid climate present in this southern part of Spain, which
typically implies cloudless conditions and scarce precipitations. In addition, Figure 3
depicts that there is a small dispersion between GHI and PAR, allowing to appreciate
the linear dependence of these two variables. Nevertheless, the graphs of both stations
show a certain dispersion that can be related to the different sensitivities and the aging of
the sensors.

In Figure 4, the scatterplot between PAR and DHI reveals similar trends at both
stations. On clear days (kd lower than 0.3), low DHI corresponded to high PAR values,
and the opposite occurred on cloudy days (kd higher than 0.7). In CEDER-CIEMAT, higher
DHI values were observed (Figure 4a). This result is a consequence of the continental
Mediterranean climate present in this station, where there are more cloudy or stormy days
than in the arid climate of PSA-CIEMAT (Figure 4b).

Similarly, Figure 5 shows similar trends in both stations in the scatterplots between the
PAR and DNI. The main difference between both stations is that on cloudy days (kb lower
than 0.3 and DNI close to zero), higher PAR values were reached in CEDER-CIEMAT.

Some features of cloud cover and the general conditions of each station can be drowned
out in Figures 6 and 7. As can be seen in both figures, in CEDER-CIEMAT, the cloudiest
conditions occurred mostly in the morning (positive azimuth angle). The lack of clear
conditions during the afternoon (negative azimuth angle) is also noticeable during some
periods of the year at CEDER-CIEMAT. However, in PSA-CIEMAT, the cloudiest conditions
occurred early in the late afternoon. From these two figures, it can be seen that there are
missing data at very low solar elevation angles (sunrise and sunset). These data were
removed when applying the different filters. Considered as outliers, their elimination
may be caused by the progressive disappearance of the solar disc on the horizon of the
measuring instrument.

Looking at the graphs shown in Figures 2–7, it can be seen that the mathematical
relationship between the PAR and the other variables varies as the kt, kd, kb, or α indexes
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vary. This variation indicates that, for PAR modeling, it is necessary to use a combination
of these variables. The models listed in Table 1 were chosen to be tested in this work.

The main trends of the relationship between PAR and the other variables were common
in both stations. Although they are located in places with different climates (continental
Mediterranean in CEDER-CIEMAT and arid in PSA-CIEMAT [38,39]), the main characteris-
tics of these climates are not different enough to cause a significant difference in the PAR
behavior. However, some particularities were observed at each station. For example, the
highest solar elevation angles were reached at the PSA-CIEMAT station, and the highest kt
values were also observed at this station. In CEDER-CIEMAT, higher DHI and PAR values
were obtained on cloudy days. The cloudiest conditions occurred early in the afternoon
in PSA-CIEMAT, while in CEDER-CIEMAT, the cloudiest conditions occurred late in the
morning. These particularities influence the dependence of the PAR on other radiometric
parameters. In the different scattering plots carried out on all data measured and illustrated
above, the relevant aspect of the interdependence between the PAR and the GHI can also
be appreciated. However, it can be observed that this relationship is not perfectly linear.
In addition, in the partially cloudy sky (0.3 < kt ≤ 0.7), a scattering is observed (Figure 3)
that could come from the effects of the clouds or related to the different sensitivities and
aging of the sensors. Outside of this partially cloudy sky interval, the two parameters
show a more apparent correlation. The cause of an apparent correlation could be that two
parameters are related to a third parameter, which led us to study and analyze various
combinations in order to highlight the appropriate models.

3.2. Complete Models Development and Validation

Table 1 shows the fit parameters for each of the complete models presented. The
selection of these models was made by excluding combinations that do not include sin(α)
as an explanatory variable, those that include only the term sin(α), and those that include all
variables. A graphical analysis, which we will present in the following sections, showed that
the models that include the variables kt or kt and sin(α) present more relevant correlation
results with the validation data, while in the rest of the models, the dispersion is more
notable (Figure 8). This table also includes the results of the application of the validation
statistics to the different models.
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From a qualitative point of view, the six models presented in Table 1 can be divided
into two groups: those that consider only two independent variables (m_1, m_2, and m_3)
and those that use three (m_4, m_5, and m_6). This classification is not significant with
respect to the results obtained; however, we appreciate that there are notable differences in
a classification with respect to the explanatory variables considered:

- G1: models that include sin(α) and kt (m_1, m_4, and m_5),

m_1: PAR
I0

= a + b · sin(α) + c · kt

m_4: PAR
I0

= a + b · sin(α) + c · kt + d · kd

m_5: PAR
I0

= a + b · sin(α) + c · kt + d · kb

- G2: models that do not include sin (α) and kt simultaneously (m_2, m_3, and m_6),

m_2: PAR
I0

= a + b · sin(α) + c · kd

m_3: PAR
I0

= a + b · sin(α) + c · kb

m_6: PAR
I0

= a + b · sin(α) + c · kd + d · kb

The RMSE comparison allows us to appreciate the difference in the order of mag-
nitude between those of G1 and those of G2. The RMSEs of G1 are between 33.177 and
37.433 µmol m−1 s−1, while those of G2 are between 115.844 and 145.848 µmol m−1 s−1

(Table 1). Regarding the G1 group, it can be seen that validation with the CEDER data
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provides a lower RMSE value than that obtained with the PSA data. On the other hand, it
can be seen that for G2, the RMSE is higher with the CEDER data.

Table 1. Results obtained from the fits of six complete models of groups G1 and G2 and their
validation statistics.

Models a b c d Station MAE 1 MBE 1 RMSE 1 MPE (%) R2

G1

m_1 0.018 −0.030 0.385 - CEDER 25.683 3.242 33.425 −1.795 0.995
PSA 28.445 −6.253 36.641 1.246 0.994

m_4 0.028 −0.029 0.373 −0.008
CEDER 25.313 2.542 33.177 −1.816 0.996

PSA 28.913 −6.040 37.433 1.186 0.994

m_5 0.019 −0.030 0.380 0.004
CEDER 25.595 2.990 33.360 −1.851 0.995

PSA 28.673 −6.152 36.979 1.226 0.994

G2

m_2 0.295 0.035 −0.198 - CEDER 108.033 6.330 145.848 −16.338 0.913
PSA 92.002 −18.124 127.034 −1.284 0.922

m_3 0.126 0.006 0.255 - CEDER 101.927 7.143 136.499 −19.155 0.923
PSA 86.357 −12.325 116.862 −1.599 0.935

m_6 0.094 0.001 0.038 0.301
CEDER 101.762 8.770 136.903 −20.294 0.923

PSA 85.478 −11.117 115.844 −1.799 0.936
1 µmol m−1 s−1.

The regression analysis between the measured and estimated PAR showed that the
MAE is much lower for the G1. The analysis of the bias errors (MBE) shows that the models
overestimate in the case of the CEDER station, while they underestimate for the PSA data.
The lowest MBEs are found with the CEDER data and the estimates from the G1 group
models (Table 1). This bias between the two stations may be due to systematic differences;
for example, in the equipment used in the measurement campaign.

In the case of the mean percentage error (MPE), the values obtained are low and close
to 0%. Furthermore, the MPEs with CEDER data and those obtained with the PSA are even
lower for the models of group G1 compared to those of G2.

As for the correlation coefficient of the different models, it can be seen that it is very
close, high in all cases, highlighting that the highest values are obtained in the case of
the G1 models (better results than the thousandth for CEDER). Regarding the G2 group,
the results obtained (according to R2) in the PSA are better than those provided by the
CEDER station.

The mathematical expressions obtained and statistical results for each of the models
developed can be consulted in Appendix A. To approach the analysis from a graphical point
of view, the models m_1, m_3, and m_6 are shown in the following graphs (the statistical
results for all models can be consulted in Appendix A as well). Figure 8 illustrates the
scatterplots between the PAR estimated from the complete models and the PAR measured
for the models m_1, m_3, and m_6 at both stations. On the one hand, it is clearly seen
that the models that include kt as an explanatory variable have a better fit for low PAR
values at both locations. On the other hand, the models of group G2 show a remarkable
dispersion, not only with low PAR values but also with medium and high PAR values. This
is generalized when we look at all the dispersion curves of all the models studied.

In Figure 9, the Box–Whisker plot of the distribution of the absolute errors, Equation (11),
for each model and test location, provides a visual representation of the goodness of the six
models presented. The median, lower, and upper quartiles and any atypical values were
displayed in this figure. On the one hand, it is clearly seen how the G1 models present a
very narrow interquartile range around the absolute error value “0” (median value) and
atypical values that are not very dispersed in both locations. On the other hand, when
comparing the absolute error distributions of the two model types, it is observed that
interval modeling gives better PAR estimation results than the complete models. This is
noted by an even narrower interquartile range and fewer values considered as outliers.



Land 2022, 11, 1868 11 of 25

Land 2022, 11, x FOR PEER REVIEW 11 of 25 
 

G1 models (better results than the thousandth for CEDER). Regarding the G2 group, the 
results obtained (according to R2) in the PSA are better than those provided by the CEDER 
station. 

The mathematical expressions obtained and statistical results for each of the models 
developed can be consulted in Appendix A. To approach the analysis from a graphical 
point of view, the models m_1, m_3, and m_6 are shown in the following graphs (the 
statistical results for all models can be consulted in Appendix A as well). Figure 8 illus-
trates the scatterplots between the PAR estimated from the complete models and the PAR 
measured for the models m_1, m_3, and m_6 at both stations. On the one hand, it is clearly 
seen that the models that include tk  as an explanatory variable have a better fit for low 
PAR values at both locations. On the other hand, the models of group G2 show a remark-
able dispersion, not only with low PAR values but also with medium and high PAR val-
ues. This is generalized when we look at all the dispersion curves of all the models stud-
ied. 

In Figure 9, the Box–Whisker plot of the distribution of the absolute errors, Equation 
(11), for each model and test location, provides a visual representation of the goodness of 
the six models presented. The median, lower, and upper quartiles and any atypical values 
were displayed in this figure. On the one hand, it is clearly seen how the G1 models pre-
sent a very narrow interquartile range around the absolute error value “0” (median value) 
and atypical values that are not very dispersed in both locations. On the other hand, when 
comparing the absolute error distributions of the two model types, it is observed that in-
terval modeling gives better PAR estimation results than the complete models. This is 
noted by an even narrower interquartile range and fewer values considered as outliers. 

  
(a) (b) 

  
(c) (d) 

Figure 9. Absolute error distribution of the complete models (a,b) and interval models (c,d) proposed
in Table 1 at the CEDER-CIEMAT (a,c) and PSA-CIEMAT (b,d) stations.

3.3. Comparison between Complete Models and Bibliographic Models

Comparing the statistics obtained at both stations (Table 2), all R2 were high with
slightly higher values at CEDER-CIEMAT. On the contrary, the MPEs were closer to zero at
PSA-CIEMAT. Regarding the RMSE, models obtained better results at CEDER-CIEMAT,
except for Alados et al. (1996) [29]. The MBE showed remarkable differences between
both sites. For instance, the model result of Alados et al. (1996) at PSA-CIEMAT was two
orders of magnitude lower than at CEDER-CIEMAT. Finally, all models, except Wang et al.
(2015) [46], had a lower MAE at CEDER-CIEMAT.

Taking into account all statistics, models m_1, m_4, and m_5 had similar performance
and lower statistics values. Among the models from the bibliography, it is noticeable that
Alados et al. (1996) model presented the lower MPE and MBE of all models, including the
models m_1, m_4, and m_5, at PSA-CIEMAT. At this station, Alados et al. (1996) obtained
the best statistics, except for the MAE where Wang et al. (2015) had a lower value. In the
case of CEDER-CIEMAT, Wang et al. (2015) model was the one that had the best statistics
among the models from the bibliography [29,33,46,47].

In general, these results are not surprising because the models developed in this study
were trained with data collected from these two stations. Given the importance of the
climatic and atmospheric conditions in the behavior of PAR, the data used to develop
the PAR models condition their performance when using data from other locations with
very different climates. In this sense, the good results of the Alados et al. (2015) model in
PSA-CIEMAT are explained because this model was trained using data from the University
of Almería, where there is an arid climate influenced by the close presence of the sea,
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which is very similar to the climate of PSA-CIEMAT (both locations are approximately
40 km away).

Table 2. Statistical indices between complete models and literature models.

CEDER-CIEMAT PSA-CIEMAT

Models MAE 1 MBE 1 RMSE 1 MPE(%) R2 MAE 1 MBE 1 RMSE 1 MPE(%) R2

m_1 25.6828 3.242 33.425 1.795 0.995 28.445 −6.253 36.641 1.246 0.994
m_4 25.3128 2.542 33.177 −1.816 0.996 28.913 −6.040 37.433 1.186 0.994
m_5 25.5951 2.990 33.360 −1.851 0.995 28.673 −6.152 36.979 1.226 0.994

Alados 110.944 110.581 136.863 −15.840 0.994 116.581 5.819 53.018 1.125 0.992
Foyo-Moreno 110.0813 109.323 150.393 −12.479 0.994 124.593 123.633 166.398 −10.524 0.991

Wang 43.4608 36.287 53.859 −8.035 0.994 40.835 27.326 56.229 −2.993 0.991
Ferrera-Cobos 136.1521 135.026 174.649 −16.660 0.994 151.318 148.399 193.599 −12.384 0.991

1 µmol m−1 s−1.

3.4. Comparison between Complete Models and Interval Models

To improve the result with the complete model, the study was trained for intervals.
For a given model, the estimated PAR is the set of overcast, partially overcast, and clear-sky
estimates. Figure 10 shows the correlation graphs between the overall PAR estimated from
the models and the PAR measured at each radiometric station. The validation statistics
show an improvement in the estimated PAR data compared to those obtained from the
complete models. It is clear that the models that include kt as an explanatory variable have
a better fit for low PAR values at both locations. However, the dispersion deviates slightly
downward from the perfect correlation line at high PAR values.
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4. Conclusions

The G1 models (m_1, m_4, and m_5), i.e., those that simultaneously include the
atmospheric clearness index and the sine of the solar elevation angle as independent
variables, present the best results, and it is difficult to discern which model is the best
among them. Moreover, the bias errors calculated for both stations show that the models
overestimate in the case of the CEDER station, while they underestimate for the PSA data.
In addition, the analysis presented leads us to conclude that the model validation statistics
indicate a better performance of the interval models than the complete models. The latter
presented good results compared to the models found in the bibliography.

Conversely, the establishment of an improved PAR model could be based on min-
imizing systematic errors related to the measurement data in order to explore possible
applications in other fields such as the calculation of energy balance in ecosystems or
biomass productivity.
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Appendix A

Table A1. Model mathematical equations, results of the fits, and statistical validation of com-
plete models.

Model a b c d e Station MPE (%) MBE 1 RMSE 1 R2

PAR
I0

= a + b · sin(α) 0.189 0.109 - - - CEDER −69.046 151.513 356.347 0.557
PSA −12.277 6.877 232.068 0.740

PAR
I0

= a + b · kt 0.007 0.372 - - - CEDER −2.114 10.983 35.786 0.996
PSA 1.437 −1.049 44.151 0.994

PAR
I0

= a + b · kd 0.318 −0.204 - - - CEDER −17.194 −1.998 147.847 0.911
PSA −1.731 −25.528 128.259 0.921

PAR
I0

= a + b · kb 0.128 0.256 - - - CEDER −19.24 5.498 136.714 0.924
PSA −1.652 −13.661 116.63 0.935

PAR
I0

= a + b · sin(α) + c · kt 0.018 −0.030 0.385 - - CEDER −1.795 3.242 33.425 0.995
PSA 1.246 −6.253 36.641 0.994

PAR
I0

= a + b · sin(α) + c · kd 0.295 0.035 −0.198 - - CEDER −16.338 6.33 145.848 0.913
PSA −1.284 −18.124 127.034 0.922

PAR
I0

= a + b · sin(α) + c · kb 0.125 0.006 0.254 - - CEDER −19.155 7.143 136.499 0.923
PSA −1.599 −12.325 116.862 0.935

PAR
I0

= a + b · kt + c · kd 0.025 0.353 −0.014 - - CEDER −2.15 9.442 34.877 0.996
PSA 1.296 −0.789 44.92 0.993

PAR
I0

= a + b · kt + c · kb 0.009 0.365 0.006 - - CEDER −2.206 10.633 35.49 0.996
PSA 1.394 −0.802 44.623 0.993

PAR
I0

= a + b · kd + c · kb 0.093 0.039 0.303 - - CEDER −20.343 8.661 136.944 0.923
PSA −1.812 −11.213 115.783 0.936

PAR
I0

= a + b · sin(α) + c · kt + d · kd 0.028 −0.029 0.373 −0.008 - CEDER −1.816 2.542 33.177 0.996
PSA 1.186 −6.04 37.433 0.994

PAR
I0

= a + b · sin(α) + c · kt + d · kb 0.019 −0.030 0.380 0.004 - CEDER −1.851 2.99 33.36 0.995
PSA 1.226 −6.152 36.979 0.994

PAR
I0

= a + b · sin(α) + c · kd + d · kb 0.094 0.001 0.038 0.301 - CEDER −20.294 8.77 136.903 0.923
PSA −1.799 −11.117 115.844 0.936

PAR
I0

= a + b · kt + c · kd + d · kb 0.073 0.373 −0.072 −0.087 - CEDER −1.070 8.825 35.513 0.996
PSA 1.310 −3.016 41 0.993

PAR
I0

= a+b · sin(α)+ c ·kt +d ·kd + e ·kb 0.056 −0.025 0.383 −0.044 −0.053
CEDER −1.165 3.082 33.085 0.996

PSA 1.200 -6.521 36.047 0.994

1 µmol m−1 s−1.
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Table A2. Model mathematical equations and results of the fits of interval models.

Cloudy Skies
(0≤kt≤0.3)

Partly Cloudy Skies
(0.3<kt≤0.7) Clear Skies (0.7<kt≤1)

Model a b c d e a b c d e a b c d e
PAR

I0
= a + b · sin(α) 0.068 0.021 0.218 −0.001 0.311 −0.022

PAR
I0

= a + b · kt 0.003 0.378 −0.003 0.400 0.045 0.321

PAR
I0

= a + b · kd 0.143 −0.067 0.275 −0.124 0.291 0.027

PAR
I0

= a + b · kb 0.077 0.171 0.157 0.182 0.287 0.014

PAR
I0

= a + b · sin(α) + c · kt 0.002 0.001 0.377 0.006 −0.021 0.402 0.051 −0.042 0.351

PAR
I0

= a + b · sin(α) + c · kd 0.143 0.026 −0.080 0.264 0.028 −0.128 0.306 −0.020 0.022

PAR
I0

= a + b · sin(α) + c · kb 0.065 0.026 0.213 0.147 0.020 0.185 0.297 −0.026 0.028

PAR
I0

= a + b · kt + c · kd 0.012 0.376 −0.009 0.025 0.366 −0.019 0.045 0.318 0.014

PAR
I0

= a + b · kt + c · kb 0.003 0.377 0.012 0.009 0.362 0.027 0.053 0.331 −0.024

PAR
I0

= a + b · kd + c · kb 0.194 −0.119 −0.164 0.059 0.108 0.329 0.059 0.261 0.304

PAR
I0

= a + b · sin(α) + c · kt + d · kd 0.012 0.002 0.374 −0.010 0.023 −0.016 0.377 −0.013 0.051 −0.041 0.350 0.003

PAR
I0

= a + b · sin(α) + c · kt + d · kb 0.002 0.001 0.372 0.015 0.013 −0.016 0.374 0.020 0.052 −0.041 0.353 −0.005

PAR
I0

= a + b · sin(α) + c · kd + d · kb 0.180 0.026 −0.118 −0.118 0.063 0.012 0.096 0.315 0.026 −0.049 0.319 0.394

PAR
I0

= a + b · kt + c · kd + d · kb 0.053 0.375 −0.051 −0.132 0.026 0.367 −0.020 −0.002 0.087 0.395 −0.091 −0.133

PAR
I0

= a + b · sin(α) + c · kt + d · kd + e · kb 0.053 0.001 0.374 −0.051 −0.129 0.019 −0.016 0.376 −0.008 0.008 0.058 −0.040 0.364 −0.016 −0.025
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