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Abstract: Built-up areas have been expanding throughout the world. Monitoring and 

prediction of the build-up is not only important for the economic development but also acts 

as sentinels of environmental decline important for ecologically sustainable development 

of a region. The aim of this paper is to model the growth of built-up and  

residential-commercial dwellings over the recent past and thus predict the near future 

growth for a popular tourist destination of the Lower Hunter of New South Wales, 

Australia. The land use and land cover change analysis, based on classification of Landsat 

imageries from 1985 to 2005 at a 5-yearly interval, indicates that built-up areas increased 

steadily; it was 2.0% of the total landscape in 1985 but increased to 4.2% by the year 2005. 

If this trend continues, the built-up area will have grown to over 6.5% by 2025—which is 

equivalent to growth of over 325% from the 1985 base. In order to further evaluate the 

residential and commercial growth, orthorectified aerial photographs of nearby periods of 

1985, 1995 and 2005 were utilized to manually delineate residential/commercial dwellings, 

and thereby dwelling densities were derived. The results indicate that the mean dwelling 
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density has more than doubled within a decade.  

Keywords: dwelling density; economic development; Land use and land cover change; 

modeling; prediction; multi-resolution validation; null resolution; wine tourism  

 

1. Introduction 

By the early 2000s, urban areas occupied only about 2%–3% of the Earth’s land surface; however, 

they sheltered nearly half the world’s population [1]. The rapid expansion of urban areas, in the form 

of built-up or paved-over areas, is dramatically changing the landscape of the urban-rural fringe, 

clearly highlighting the intensity of the ecological footprints of cities [1–7]. The ecological footprint is 

defined as “the total area of productive land and water required continuously to produce all the 

resources consumed and to assimilate all the wastes produced, by a defined population, wherever on 

Earth that land is located” [8,9]. The wealthy quarter of the world’s population consume over  

three-quarters of world’s resources, and of the total global resource depletion and pollution, 

contribution from cities is probably 70% or more [8]. For example, the per capita ecological footprint 

of North Americans is 4–5 ha/capita, which accounts three times their fair share of the Earth’s bounty. 

Similarly, Japan’s footprint is about 2.5 ha/capita and the Netherland’s is 3.3 ha/capita, accounting for 

about eight and 15 times greater than the areas of total domestic territories respectively [8]. Lenzen and 

Murray [10] found Australia’s ecological footprint to be about 13.6 ha/capita, if determined in terms of 

actual land use on all types of land. These footprints are associated with the provision of non-farm job 

opportunities, shifts to higher-valued farm enterprises (such as vegetables, fruits, or livestock) to meet 

the demands of urban consumers. On the other hand, the provision of environmental services and 

landscape amenities place heavy demands on the ecological system in terms of resource extraction, 

disposal of waste, and discharge of pollutants [3]. Urbanization is mostly taking up agricultural lands 

and it is estimated that one to two million hectares of cropland are being taken out of production every 

year in developing countries to meet the land demand for housing, industry, infrastructure, and 

recreation [1]. The 20th century witnessed some of the most dramatic urban transformations in the 

history of Earth’s terrestrial environments [11]. 

In Australia, land use change has accelerated dramatically since the first European settlers arrived in 

1788. The initial phase of human-induced development was mainly commercial livestock ranching, 

which fed the colony’s economy through export of beef, mutton, and wool to Europe and North 

America. Late in the 19th century, the increased market demand for commodities led to large-scale 

wheat farming. As a consequence, it is estimated that 69% of the vegetation in Victoria and 50% in 

New South Wales have been modified since 1780s [12]. Another contributing factor to landscape 

conversion in Australia was the rapid growth in population in the later part of 20th century. The 

national population was reported to have more than doubled in the last five decades from 9.2 million in 

1955 to 20.3 million in 2005 [13] and it is expected to further increase to 35 million by 2050 [14]. This 

increase has led to rapid growth in urbanization, posing a significant threat to ecosystems on urban 

fringes, which is home to more than 50% of Australia’s nationally listed threatened species [4]. The 

characterization and understanding of the changing patterns of urban growth is critical, given that 
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urbanization will continue to be one of the major processes to transform the environment in the 

foreseeable future.  

Besides the sheer significance of these developments, the physical process of build-up and 

residential-commercial development in the urban and semi-rural regions of Australia, and their 

underlying economic dynamics that result in certain spatial configurations are relatively understudied. 

The aim of this study, therefore, is to investigate recent trends in the growth of the built-up area, 

including residential and commercial dwellings in Hunter Wine Country Private Irrigation District 

(HWCPID), and to relate those changes to the underlying economic dynamics. This is particularly 

pertinent because the district is one of the rapidly growing and well-known tourist destinations in New 

South Wales [15]. 

2. Materials and Methods 

2.1. Study Area and Background 

The study area is the HWCPID district of the Lower Hunter Valley of New South Wales Australia 

(Figure 1). The Lower Hunter is a home to the sixth largest urban area in Australia with a diverse land 

uses and landscapes, consisting of coastline, mountains, lakes, floodplains and a river, and also 

includes the world’s largest coal exporting port, the port of Newcastle. Mining and industrial 

manufacturing have been the source of the strong economic growth in the region [16]. The regional 

planning strategy of the Lower Hunter is focused on the provision of sufficient new urban development 

and employment to meet the demands of expected strong population growth from 515,000 in 2006 to 

the estimated 675,000 by 2031 [16].  

Figure 1. Location of the study area in New South Wales (NSW) and astride the two local 

government areas, and the study area draped with the 2005 Landsat TM image. 

 

HWCPID, which is characterized by an undulating plain of the Lower Hunter Valley, covers 

approximately 379 km2 and is centered by Pokolbin—a little town known for its excellent wineries and 

resorts. The main attractions of HWCPID, especially as a tourist destination, are the fine wineries, 

aesthetic views of stretching grape vineyards, and the numerous golf courses. However, its image of a 

bucolic rural landscape with its varied mosaic of vineyards, pastures, scattered woodlands and wineries 

has been threatened by the prospects of overdevelopment [17]. This has led to concern among the 
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public, which have invoked the inevitable yearning for tradeoffs between development and economic 

growth on one hand, and environmental sustainability on the other. Politically, the district is situated 

astride on two local government areas (LGAs): Cessnock local government area and Singleton local 

government area. There are a number of suburbs within each local government area, with some almost 

wholly contained within the study area, while others only partially so.  

2.2. Data 

For the purpose of this study, a series of LULC maps produced for multi-temporal steps in 1985, 

1991, 1995, 2000 and 2005, as described in [18], were utilized. There are six delineated LULC 

categories for the earlier four maps, and seven categories for the 2005 map (Table 1). The overall 

classification accuracy of final classified maps was fairly high, i.e., 91.3%, 91.0%, 89.5%, 88.5%, and 

86.6% respectively for 1985, 1991, 1995, 2000 and 2005 maps. These levels of accuracy are 

considered adequate for this type of study [19]. The focus of this study is on the built-up land use 

category, which was compared across time in terms of proportion of the landscape it occupies. In order 

to observe where changes had occurred, the built-up layer of each year was overlain on the political 

sub-division map of the study area. 

Table 1. Land use and land cover (LULC) categories delineated for the classification. 

LULC Category Description 

Woodland Forest covers including tree cover along the creeks 

Pasture/scrubland Natural and cultivated pastures, and scrubs with partial grassland 

Vineyard Irrigated and non-irrigated vineyards 

Build-up 
Commercial, and residential areas, and other areas with man-made 

structure; roads, railway lines 

Water-body Farm dams, sewage ponds 

Mine/quarry Mining areas 

Olive Olive groves (for 2005 only) 

Additionally, appropriate high-resolution orthorectified aerial photographs—acquired sometimes 

between 2004 and 2006—were procured from a company called Plateau Images, Alstonville, New 

South Wales Australia. These photographs were of high spatial resolution of approximately 0.35m 

within the Cessnock photo tile and 1 m for all other tiles. Also, the following data were procured from 

two government sources: black and white aerial photographs acquired in 1984, colour aerial 

photographs acquired between 1976 and 1977, in 1991, 1998 and 2000 (from the New South Wales 

Department of Land), and the Singleton Land Use Geodatabase (currency: 2000–2007) and digital 

elevation model (DEM) (from then Department of Natural Resources, now renamed as Department of 

Environment, Climate Change and Water, New South Wales Government). The aerial 1:25,000 scale 

aerial photographs that were procured from the Department of Land were at the orthorectified using 

the above-mentioned already orthorectified aerial photographs (procured from Plateau Images acquired 

in 2004 to 2006). The aerial photographs for each period were mosaicked and transformed to projected 

coordinate system using ERDAS Imagine Ver. 8 [20]. Then all of the orthorectified aerial photographs 
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were re-sampled to 2 m spatial resolution. While the photographs were mainly used as reference data, the 

Singleton land use geodatabase and DEM were utilized as ancillary data for the knowledge-based  

post-classification correction. 

2.3. Testing for Performance of the Simulation Model and Prediction of Built-up to 2025 

The prediction of build-up was done using the Land Change Modeler of IDRISI Andes, Version 15 

software [21]. However, before predicting onto the future, it was important to know the validity of the 

simulation model in terms of its predictive power. The performance of the simulated model was tested 

using the methodology recommended by Pontius et al [22]. This method (a) budgets sources of 

agreement and disagreement between the prediction map and the reference map, (b) compares the 

predictive model to a null model that predicts pure persistence, (c) evaluates the goodness-of-fit at 

multiple-resolution to see how scale influences the assessment. Therefore the following steps were 

performed for predicting built-up areas for 2025: (i) prediction of built-up areas for the year 2005 (as 

the 2005 reference map was available for validation purpose) (ii) testing the performance of simulation 

(prediction) model (iii) prediction of built-up areas for the year 2025. 

The prediction of built-up areas depends on past land transition information and on environmental 

variables that might drive or explain such a change. Based on this information, a layer expressing the 

transition potential—the likelihood that a LULC will be subjected to transition in the future, is 

produced. Each transition was modeled using a multilayer perceptron neural network. One of the main 

advantages of perceptron neural network is that it is distribution-free, i.e., no underlying model is 

assumed for the multivariate distribution of the class-specific data in a feature space. The multi-layer 

perceptron uses back-propagation (BP) learning, which involves two major steps: forward and 

backward propagation, to accomplish its modification of the neural state. During training, each sample 

is fed into the input layer and the receiving node sums-up the weighted signals from all nodes to which 

it is connected in the preceding) layer. Formally, the input that node receives is weighed according to 

Equation (1) [23]: 

 1
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(1)

where wij represents the weight between node i and node j, and oi is the output from node i. The output 

from a given node is then computed as shown in Equation (2):  

  (2)

The function, f, is usually a non-linear sigmoidal function that is applied to the weighted sum of 

inputs before signal passes to the next layer. 

All training pixels must go through the network before the error and weights are determined and 

propagated. This error is then propagated backward with weights for relevant connections corrected 

via a relation. The forward and backward passes continue until the network has “learned” the 

characteristics of all the classes. The purpose of training the network is to get the proper weights both 

for the connection between the input and hidden layer, and between the hidden and output layer for the 

classification of the unknown pixels. 

( )i jo f net
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The quantity of change was then modeled using a Markov chain analysis. In short, Markov model 

provides no information on the spatial distribution of occurrences; however, the spatial component is 

obtained from multilayer perceptron neural network. One basic assumption of the Markov chain is to 

regard land use and land cover change as a stochastic process, and the different categories are the 

states of a chain [24–26]. This stochastic process assumes that the value of the process at time t, Xt, 

depends only on its value at time t − 1, Xt − 1, and not on the sequence of values Xt − 2, Xt − 3, X0, and 

that the process passes through in arriving at Xt − 1. The transition probability from a state i to state j, 

Pij, is an element in a transition probability matrix, where the sum of the elements in each row is equal 

to 1 (Equation (3)): 

 

(3)

Using bi-temporal land cover data at specified periods, the Markov chain analysis can be used to 

figure out exactly how much land would be expected to transit from period t to period t + 1, which in 

turn can be used to project into the future by using the calculated transition potentials. This is not a 

simple linear extrapolation since the transition potentials change over time as various transitions in 

effect reach an equilibrium state. The Markov chain algorithm assumes that for every specified period, 

e.g., 10 years into the future, the proportion of land that transits from one category to another is the 

same for land that made that particular transition during the preceding 10 years calibration period [27].  

In this study, the 1985 and 1995 LULC maps were used for calibration of the simulation model 

which was used to predict built-up areas for 2005, as the 2005 reference map was available for 

validation purpose. The prediction variables include distance to built-up areas of the 1985 map 

(considered dynamic variable), distance to transport lines, distance to city center (Cessnock), slope 

(derived from DEM of the area), and LULC map of 1985, as these variables were considered to have 

most influence on future expansion of the built-up area.  

To test the performance of the simulated model, the following steps were performed (Figure 2): 

(i) percent correct at multiples of base resolution at geometric sequence was determined for the 

simulated map of 2005 with respect to the reference map of 2005 using a validate module of IDRISI 

Andes [21]. (ii) percent correct at multiples of base resolution at geometric sequence was determined 

for the null model map (reference map of 1995) with respect to the reference map of 2005 in the same 

way; (iii) the results of the two comparisons were plotted against the multiple resolutions to see a null 

resolution, i.e., to determine if the resolution at which the accuracy of predictive model is equal to the 

accuracy of the Null model.  

After testing the performance of the simulation model, prediction of built-up areas was done for 

2025. For this purpose, LULC maps of 1985 and 2005 were used for calibration. All other variables 

used were the same as those used for the prediction of 2005 map. They include: distance to the  

build-up of the 1985 map (considered dynamic variable), distance to transport lines, distance to city 

center (Cessnock), slope, and LULC map of 1985. Similar to the way the prediction for 2005 was 

conducted, transition potential was derived using multilayer perceptron neural network, and thereafter 

built-up areas were predicted for 2025 using the Markov-chain algorithm.  

1
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Figure 2. Procedure for testing the performance of the simulated model in comparison to 

null model using null resolution procedure. 

 

2.4. Extraction of Residential and Commercial Dwelling Density 

As the study area is largely non-urban residential area with predominance of vegetation, the Landsat 

images were found too coarse to derive dwelling density. Therefore ortho-rectified aerial photos 

acquired in 1976–1977, 1984, 1990–1991, 1998, 2000, and 2004–2006, were respectively used to 

manually delineate dwellings for 1985, 1995, and 2005 in an ArcMap panel (ArcGIS Vers. 9.2: 

Product of ESRI, Redlands, CA, USA). The kernel densities were derived using a moving window of 

500 m by 500 m. The maps of dwelling densities were classified to elucidate the  

spatial-temporal patterns of densities. They were overlain on the suburb map of the study area to assess 

the growth of residential and commercial dwellings in relation to the suburbs. 

2.5. Relating the Economic Information with the Growth in Residential and Commercial 

Dwelling Density 

To enable the interpretation of the economic implications of the spatial patterns of 

residential/commercial dwelling density, secondary data were collected from various publications, by 

the Australian Bureau of Statistics (ABS), Australian Bureau of Agricultural and Resource Economics 

(ABARE), Tourism NSW, Cessnock City Council and the Hunter Valley Research Foundation. The 

data collected include population, family income, employment, wine and grape production and their 

contribution to tourism as it was hypothesized that these variables may be related to the built-up areas 
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and residential-commercial development. It is worth noting that these data were available at the 

suburban division level for the year 2006 only, but were available at a greater level of spatial 

aggregation, i.e., local governmental area level for the years 1996, 2001, and 2006. Because of this 

limitation, detailed statistical analysis could not be performed, but the available data are used to 

illustrate certain economic dynamics across the suburbs and across time in the Cessnock local 

governmental area. It is also envisaged that the income data for NSW and for whole of Australia could 

serve as a proxy for a driver of growth of tourism in the region.  

To enhance the visualization, GIS maps were constructed delineating the suburb divisions which 

are characterized by the following variables: population density, median income for people over 

15 years of age, the proportion of workers employed in grape-wine tourism industry (for this purpose, 

number of workers employed in fruit growing, beverage manufacturing, accommodation, restaurants, 

and special food services were added up and divided by the total employment in a suburb) and the 

proportion of workers employed in mining. We assume that the household income level in NSW and in 

Australia are expected to have positive impact on tourism industry and consequently on the demand for 

services that require increase in the built-up area. Therefore, the relationship between state/national 

income parameters and build-up were also explored.  

3. Results and Discussion 

3.1. Trend in Built-up Area from 1985 to 2005 

Built-up land was found to be 2% of the landscape in 1985 and then increased to 2.4%, 2.8%, 3.8% 

and 4.2% by the years 1991, 1995, 2000, and 2005, respectively. Thus, built-up areas had increased to 

more than double by 2005 in comparison to that of 1985 (Figure 3).  

Figure 3. Trend in the proportion of built-up land from 1985 to 2005. 

 

In overlaying the built-up layers of 1985, 1995 and 2005 on the suburb map (Figure 4), the 

expansion of built-up areas was observed to be mainly in the outskirts of the 1985 build-up and along 

the road corridors in the suburbs of Cessnock-Bal, Pokolbin, Nulkaba and Rothbury-Bal. Bigger 
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patches of increased Built-up after 1995 in Pokolbin and Rothbury-Bal are associated with the  

large-scale hotel and resort developments in the area.  

Figure 4. Built-up areas as distinguished by time intervals, overlain on the suburb map. 

Note: Thick black line is the study area boundary while thinner black lines are the 

suburb boundaries. 

 

3.2. Model Validation and Prediction of Built-up to 2025 

The reference maps of 1995 and 2005 along with the result of the prediction to 2005 and 2025 are 

shown in Figure 5. When the predicted map of 2005 was compared with the reference map of 2005 

(Figure 5b), the area of Built-up observed in the middle of Pokolbin and south-east corner of Rothbury 

(as seen in the reference map) were found to be absent in the predicted map (Figure 5c). This shows 

the limit of LULC prediction based on historical information alone, as there could have been various 

other factors such as policy intervention and other events influencing the change. Though the 

prediction did not conform fully to the reality, this modeling has predicted a business-as-usual scenario 

(i.e., a scenario showing if the pattern of the development remains same as that of calibration period).  

It is not particularly useful to attempt to crown a model as valid, or to condemn a model as invalid 

based on the validation results [28], as all models are wrong though some are useful [29]. It is more 
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useful to state carefully the degree to which a model is valid [28]. More importantly, the relevant 

question is whether we can learn from our models, and whether that learning may contribute to 

improving human welfare and the sustainability of our natural resource base [28–30]. We evaluate our 

model in this light. 

Figure 5. Distribution of Built-up area: (a) Reference map of 1995, (b) Reference map of 

2005, (c) Predicted map of 2005, and (d) Predicted map of 2025. 

 

When the percent correct of simulation model was compared with the percent correct of the null 

model at multiples of base resolutions (Figure 6), it was found that the null resolution of simulation 
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model is at 3.2 km pixel side, meaning that the predictive model is more accurate than the null model 

at resolution coarser than 3.2 km resolution, while less accurate than null model at resolution finer than 

3.2 km pixel side. The accuracy of the model is not particularly good, however when compared with 

other models of this type in the literature such as Pontius et al. [31], this can be considered as an 

average in level of accuracy.  

Figure 6. Percent correct of reference map of 2005 vs. null and simulation model. 

 

The model predicted Built-up for 2025 to about 2470 ha, which is 6.5% of the landscape, an 

increase of 327% from that of 1985. This is found under the business-as-usual scenario when the 

nature of future development remains the same as it has been in the past. The predicted Built-up, as 

overlain over the study suburb-map to illustrate where the expansion of Built-up will likely occur is 

shown in Figure 5d. This outcome illustrates the fact that the modeled expansion of Built-up is more 

likely to occur in the vicinity of the pre-existing developed areas than is the case with rural dwellings. 

3.3. Residential and Commercial Dwelling Density Derived from Aerial Photos 

The analysis of residential and commercial dwelling density indicates that the dwelling sprawl is 

mainly of very low density, which meant that its detection from Landsat images was difficult partly 

due to coarse spatial resolution of the Landsat images and partly because of the predominance of 

vegetative cover in the region [32]. This justifies the manual delineation of dwellings from 

orthorectified aerial photos. The delineation was followed by the derivation of residential/commercial 

densities. The results show that the mean density for the whole of the study area was 2.8 units/km2 in 

1985, increasing to 5.3 units/km2 in 1995 and 10.00 units/km2 in 2005, i.e., almost doubling within a 

decade. Figure 7 shows that in 1985, the dwelling density above 50 units/km was only around the 

high-density suburb of Cessnock. However, by 2005, the higher density area has increased both in 
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intensity as well as in area, expanding to other parts of the study area: the suburbs of Pokolbin 

and Rothbury. 

Figure 7. Residential and commercial dwelling density derived from aerial photos for the 

time steps: (a) year 1985, (b) year 1995 and (c) year 2005. 

 

Overall the proportion of areas of between zero to 10 unit/km2 declined from 95% in 1985 to 86% 

in 1995 and then to 76% 2005 (Table 2). In contrast, the proportion of the landscape characterized by 

more than 10 units/km2 increased commensurately from 5% in 1985 to 14% in 1995 and 24% in 2005. 

Moreover, the proportion of the landscape that exhibited dwelling density greater than 50 units/km2 

was 0.6% in 1985 increasing to 1.3% and 2.9% in 1995 and 2005 respectively. This increase in density 
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is probably due to increase in wine-tourism activities, especially in the southern half of the study area 

in Cessnock LGA (Figure 7). 

Table 2. Percent of landscape under different dwelling densities in a decadal time step. 

Year 
Dwelling Density (units/km2) 

0 0–10 10–25 25–50 50–100 >100 

1985 59.0 35.7 4.2 0.5 0.2 0.4 

1995 47.0 39.3 11.0 1.3 0.6 0.7 

2005 40.0 36.0 15.6 5.5 1.2 1.7 

3.4. Economic Implications 

The HWCPID is an important tourism destination in New South Wales, and especially renowned 

for wine tourism. Prior to the development of wineries, mining was the principal industrial base and 

source of employment until the first half of 20th century. However, the decline in mining activities by 

the second half of the century was paralleled by the growth of tourism due to the introduction and 

consequent expansion of wineries, vineyards, and the associated recreational facilities. The relative 

proximity of HWCPID to the metropolitan Sydney aided to this process of transforming the HWCPID 

to a prime weekend tourist destination. It is therefore envisaged that economic factors have been the 

main driving force behind the growth of residential and commercial dwellings in the study area. 

The 2006 population density, median income, and some labor statistics are presented in Figure 8 at 

suburb level of aggregation. The population density was very high in Bellbird, Cessnock-Bal and 

Nulkaba. As the data were averaged across each suburb, the spatial pattern within a suburb could not 

be visualized. In comparing the population density of a suburb (Figure 8) with the residential and 

commercial dwelling density of 2005 (Figure 7), it is clear that the higher dwelling density for 

Bellbird, Cessnock-Bal and Nulkaba coincide with the higher population density.  

It is interesting to note that the high-density suburbs such as Cessnock and Nulkaba have lower 

(median) individual income in comparison to less densely populated and lower dwelling-density 

suburbs; Rothbury-Bal and Pokolbin. It might be hypothesized that this reflects the differences in asset 

ownership: the residents of more sparsely populated and low dwelling-density areas are likely to own 

valuable assets in terms of land, vineyards, and other farm related assets, and to derive most of their 

income as returns on their asset ownership, whereas the residents of more densely populated urban and 

semi-urban areas are likely to own assets of lower value, and to derive most of their income from 

employment. Another interesting observation is that generally, the higher the employment in the  

grape-wine tourism sector in a suburb, the higher is the median individual income in that suburb. So, 

the suburb of Rothbury has highest percentage of employment in grape-wine tourism as well as the 

highest median individual income, and is followed in both indicators by Pokolbin. 

We note that the study area is situated astride two local government areas (LGAs): Cessnock LGA 

and Singleton LGA. Of the two, the study area within the Cessnock LGA (Figure 1) has significantly 

greater wine-tourism activity in comparison to Singleton LGA. Increase of residential and commercial 

dwelling density by 2005 was clearly observed especially in the study area belonging to Cessnock 

LGA (Figure 7).  
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Figure 8. Economic information across the suburbs in the study region: (a) population 

density/km2, (b) median individual income $/week, (c) percent employed in mining and 

(d) percent employed in grape-wine tourism (Derived from ABS [33]). 

 

A temporal comparison of the level of income of families in Cessnock LGA in 1996, 2001 and 

2006, reveals a clearly increasing trend of income (Figure 9). In 1996, 34% of the families earned less 

than $500/week and only 25% of families were earning more than $1,000/week. By the year 2006, 

only 18% families had earned $500/week, but 45% families earned more than $1,000/week. This 

would be a little less if inflation rate had been considered, i.e., $1 in 1996 is equivalent to $1.12 in 

2001 and $1.29 in 2006 [34]. 
  



Land 2014, 3 253 

 

Figure 9. Percent of families with different levels of income in Cessnock LGA [35]. 

 

3.5. Linking the Built-up Increase with Economic Development 

The tourism industry has been steadily growing in Australia. One of the main reasons is the strong 

economic growth that the country has experienced. Figure 10 shows steady increase of disposable 

household income per capita over the 16 years from 1990 to 2006 in NSW and in Australia. One can 

hypothesize that the higher the per capita income, the greater the expenditure on leisure and 

holidaying [36].  

Figure 10. Time series of disposable household income per capita for NSW and 

Australia [37]. 

 

HWCPID is the main tourism center outside Sydney in NSW and is gaining popularity as a wine 

tourism center due the proximity of the district to Sydney. The greater the influx of tourists to the area, 

the greater is the demand for accommodation and other amenities such as golf courses and restaurants. 

This increased demand lures investors to invest in building these amenities in the area, which 

consequently results with increased Built-up and residential-commercial density. In addition the newly 

built hotels, golf courses and other various commercial venues create jobs, which then feed into overall 

economic growth of the local economy and associated increase in family incomes (Figure 9).  

In order to observe the association between build-up expansion and family incomes, the correlation 
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of income in Cessnock LGA were calculated. The correlation coefficient between the build-up and 

proportion of families with income higher than $1000/week was found to be 0.93. In contrast, the 

correlation coefficient between the build-up and the proportion of families with less than $500/week 

was found to be −0.93. This gives a clear indication of a positive correlation between the Built-up 

expansion and family income. This correlation can also be conformed visualizing the Figures 3 and 9. 

Figure 9 shows higher rate of increase of proportion of families with more than $1000/week from 2001 

to 2006, which can be related to higher rate of build-up increase from 1995 to 2000, as evident in 

Figure 3.  

Although Built-up growth may be associated with the growth of the local economy in terms of 

creation of employment and increased income levels, it may also be seen as having significant impact 

on the environment through its ecological footprints [2,4,5]. The Environmental Kuznets curve (EKC) 

hypothesis is a relatively recent concept in environmental economics [38,39] that encompasses some 

aspects of the relationships between economic development and environmental degradation. According 

to this hypothesis, environmental degradation increases with income in the initial stages of economic 

development, but the rate of this increase gradually slows down, and after reaching a turning point, 

environmental degradation decreases as income continues to rise. This hypothesis proposes an inverted 

U-shape relation between environmental degradation and per capita income. In the context of the 

present study, considering Built-up as the manifestation of environmental degradation, we could plot 

the EKC in terms of Built-up acreage against the proportion of families with more than $1000/week 

during 1995–1996 and 2005–2006 in Cessnock LGA. This is presented in Figure 11, where one can 

observe a continual increase in the Built-up within a range of between 25% and 40% (corresponding to 

the period 1995–2000) of families earning more than $1000/week. Acreage of Built-up starts to decline 

once the proportion of families on relatively high income goes beyond 40%–45% (corresponding to 

the period 2000–2005). 

Figure 11. Environmental Kuznets curve with build-up vs. percent of family with higher 

level of income (more than $1000/week). 
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3.6. Contribution of Wine Tourism to the Economy of the Region 

One of the key reasons for the rising incomes and rising employment in the tourism industry in the 

study region is the rapid rise to prominence of the Australian wine industry and the associated tourism 

activities. Wine tourism is defined as: “visitation to wineries and wine regions to experience the 

unique qualities of contemporary Australian lifestyle associated with the enjoyment of wine at its 

source including wine and food, landscape and cultural activities” [40]. Wine tourism has a separate 

and recognizable identity in the Australian economy. An overview of the wine and grape business in 

Australia indicates that the total production of grapes in 2005–2006 was a little above 2 million tonnes, 

of which more than 90% was used for wine making [41]. Of the total grape crushed for wine in 2006, 

NSW/Australian Capital Territory accounted for 34.6% after South Australia, which accounted for 

47.3%. Though the total grape area in the lower Hunter is only just above one-tenth of the state total in 

2008 [42], it is significant in terms of tourism industry. About 25 million liters of grape wine are 

produced in this region for which more than 40% of the grapes are imported from other regions [42], 

due to insufficient supply from the internal production. As wine business in the region is tourism 

based, the region has a larger share of the produced wine domestically sold (Figure 12). This is unlike 

the picture at a national scale in which larger share of the wine produced is exported.  

Figure 12. Wine sale in the Lower Hunter in 2003–2004 [42]. 

 

According to CRC Tourism [43], the Hunter Valley’s position is third among the wine-producing 

regions in Australia after Barossa Valley and Adelaide Hills in terms of number of tourists that visited 

each wine region. At the state level, the Lower Hunter alone contributed more than 70% cellar door 

visits in New South Wales [44]. The total turnover from the wine industry, including flow-on effect, 

was estimated to be $594 million in 1998/1999, and tourism in the area generated further $560 million 

(including flow-on effect) in the same year [45]. The total direct employment generated was 4700, and 

further 2100 jobs were created by the flow-on effects. 
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4. Conclusion 

HWCPID is a rapidly growing regional area with built-up and residential-commercial building 

densities on the upward trend in recent decades. The built-up area was 2% of the study area in 1985 

whereas it has increased to 4.2% by the year 2005. Build-up growth is expected to continue with 6.5% 

of the landscape built-up by 2025. Similarly, residential-commercial dwelling densities were found to 

almost double in a decade; from 2.8 units/km2 in 1985 to 10.00 units/km2 in 2005. The denser dwelling 

area (i.e., above 50 units/km2) has not only expanded nearby 1985 build-up but also in the center of 

HWCPID. When suburb-wise (median) individual incomes were compared, high density suburbs were 

found to have lower (median) individual incomes, which may be attributable to the lower asset 

ownership in those suburbs. On the other hand, the higher median individual income was observed in 

the suburbs with higher employment in the grape-wine tourism sector. Build-up increase as well as 

residential and commercial dwelling densities is likely to be associated with the growth of wine 

tourism which is generating more employment in wine tourism and increasing family income. 

Contribution of wine tourism to the local, regional and national economy is significant. Therefore, 

assessment of the spatio-temporal expansion of built-up areas, linking them to their underlying 

economic drivers provides important insights that are useful for developmental planning of the region. 

Acknowledgments 

We acknowledge the support of the Australian Government for providing an Endeavour 

International Postgraduate Research Scholarship to the first author to pursue this study and the 

Ministry of Agriculture Development of Nepal for granting her study leave. 

Author Contributions 

This is to confirm that all authors contributed to the research conceptualization, data analysis and 

writing of this paper. 

Conflicts of Interest 

The authors declare no conflict of interest.  

References 

1. Lambin, E.F.; Geist, H.J.; Lepers, E. Dynamics of land-use and land-cover change in tropical 

regions. Annu. Rev. Environ. Resour. 2003, 28, 205–241. 

2. Douglas, I. Human settlements. In Change in Land Use and Land Cover—A Global Perspective; 

Meyer, W.B., Turner, B.L., II, Eds.; Cambridge University Press: New York, NY, USA, 1994;  

pp. 149–169. 

3. Verburg P.H.; Schot, P.P.; Dijst, M.J.; Veldkamp, A. Land use change modelling: Current 

practice and research priorities. GeoJournal 2004, 61, 309–324. 

4. Wintle, B.A.; Elith, J.; Potts, J.M. Fauna habitat modeling and mapping: A review and case study 

in the Lower Hunter Central Coast region of NSW. Austral Ecol. 2005, 30, 719–738. 



Land 2014, 3 257 

 

5. Ode, A.; Fry, G.A. Model for quantifying and predicting urban pressure on woodland. Landsc. 

Urban Plan. 2006, 77, 17–27. 

6. Zeug, G.; Eckert, S. Population growth and its expression in spatial built-up patterns: The Sana’s, 

Yemen case study. Remote Sens. 2010, 2, 1014–1034. 

7. Handayani, W. Rural-urban transition in Central Java: Population and economic structural 

changes based on cluster analysis. Land 2013, 2, 419–436. 

8. Rees, W.; Wackernagel, M. Urban ecological footprints: Why cities cannot be sustainable—And 

why they are a key to sustainability. Environ. Impact Assess. 1996, 16, 223–248. 

9. Kitzes, J.; Galli, A.; Bagliani, M.; Barrett, J.; Dige, G; Ede, S.; Erb, K.; Giljum, S.; Haberl, H.; 

Hails, C.; et al. A research agenda for improving national ecological footprint accounts. Ecol. 

Econ. 2009, 68, 1991–2007. 

10. Lenzen, M.; Murray, S.A. A modified ecological footprint method and its application to Australia. 

Ecol. Econ. 2001, 37, 229–255. 

11. Seto, K.C.; Fragkias, M. Quantifying spatiotemporal patterns of urban land-use change in four 

cities of China with time series landscape metrics. Lands. Ecol. 2005, 20, 871–888. 

12. Ramankutty, N.; Graumlich, L.; Achard, F.; Alves, D.; Chhabra, A.; Defries, R.S.; Foley, J.; 

Geist, H.; Houghton, R.A.; Goldewijk, K.K.;  et al. Global land-cover change: Recent progress, 

remaining challenges (Chapter 2). In Land-Use and Land-Cover Change. Local Processes and 

Global Impacts; Lambin, E.F., Geist, H., Eds.; Springer: New York, NY, USA, 2006;  

pp. 9–39. 

13. Australian Bureau of Statistics (ABS). Year Book; ABS: Canberra, ACT, Australia, 2007. 

14. Federal Treasury Office. Third Intergenerational Report as Broadcasted on ABC; Australian 

Commonwealth: Canberra, ACT, Australia, 18 September 2009. 

15. Hunter Central River Report Card; Natural Resource Management, NSW State and Territory 

Coordination, Australian Commonwealth: Canberra, ACT, Australia, 2004.  

16. Department of planning, NSW government. Lower Hunter Regional Strategy; Department of 

Planning: Sydney, NSW, Australia, 2006. 

17. Holmes, J.; Hartig, K. Metropoliton colonization and the reinvention of place: Class polarization 

along the Cessnock-Pokolbin Fault Line. Geogr. Res. 2007, 45, 54–70. 

18. Manandhar, R. Spatial-Temporal Analysis of Land Use and Land Cover Transitions in a Regional 

Centre and Its Precinct. Ph.D. Thesis, University of Sydney, Sydney, NSW, Australia, 2011. 

19. Anderson, J.R.; Hardy, E.E.; Roach, J.T.; Witmer, R.E. A Land Use and Land Cover 

Classification System for Use with Remote Sensor Data; US Geological Survey-Professional 

Paper 964; Government Printing Office: Washington, DC, USA, 1976.  

20. ERDAS Field Guide; Leica Geosystems Geospatial Imaging, LLC: Norcross, GA, USA, 2005. 

21. IDRISI Andes. Land change modeler (LCM) (Tutorial Part 6). In IDRISI Andes Tutorial; Clark 

Labs, Clark University: Worcester, MA, USA, 2006; pp. 246–267. 

22. Pontius, R.G.; Huffaker, D.; Denman, K. Useful techniques of validation for spatially explicit 

land change models. Ecol. Model. 2004, 179, 445–461. 

23. Atkinson, P.M.; Tatnall, A.R.L. Neural network in remote sensing. Int. J. Remote Sens. 1997, 18, 

677–709.  



Land 2014, 3 258 

 

24. Weng, Q. Land use change analysis in the Zhujiang Delta of China using satellite remote sensing, 

GIS and stochastic modeling. J. Env. Manage. 2002, 64, 273–284. 

25. Urban, D.L.; Wallis, D.O. Introduction to Markov model. In Learning Landscape Ecology—A 

Practical Guide to Concepts and Techniques; Gergel, S.E., Turner, M.G., Eds.; Springer: New 

York, NY, USA, 2002; Chapter 4, pp 35–48. 

26. Tang J.; Wang L.; Yao J. Spatio-temporal urban landscape change analysis using the Markov 

chain model and a modified genetic algorithm. Int. J. Remote Sens. 2007, 28, 3255–3271. 

27. Pontius, R.G.; Malanson, J. Comparison of the structure and accuracy of two land change models. 

Int. J. Geogr. Inform. Sci. 2005, 19, 243–265. 

28. Verburg, P.H.; Kok, K.; Pontius, R.G.; Veldkamp, A. Modelling land-use and land-cover change. 

In Land-Use and Land-Cover Change. Local Processes and Global Impacts; Lambin, E.F., 

Geist, H., Eds.; Springer: New York, NY, USA, 2006; pp. 117–135. 

29. Box, G. Robustness in the strategy of scientific model building. In Robustness in Statistics; 

Launer, R.L., Wilkinson, G.N., Eds.; Academic Press: New York, NY, USA, 1979; pp. 201–236. 

30. Parker, D.C.; Hessl, A.; Davis, S.C. Complexity, land-use modeling, the human dimension: 

Fundamental challenges for mapping unknown outcome spaces. Geoforum 2008, 39, 789–804. 

31. Pontius, R.G.; Boersma, W.; Castella, J.C.; Clarke, K.; de Nijs, T.; Dietzel, C.; Duan, Z.; 

Fotsing, E.; Goldstein, N.; Kok, K.; Kooman, E.;  et al. Comparing the input, output, and 

validation maps for several models of land change. Ann. Reg. Sci. 2008, 42, 11–37. 

32. Guindon, B.; Zhang, Y.; Dillabaugh, C. Landsat urban mapping based on a combined  

spectral-spatial methodology. Remote Sens. Environ. 2004, 92, 218–232. 

33. Australian Bureau of Statistics (ABS). Census of Population and Housing: Cessnock LGA; ABS: 

Canberra, ACT, Australia, 2006. 

34. Reserve Bank of Australia. Inflation Calculator. Available online: http://www.rba.gov.au/ 

calculator/annualDecimal.html (accessed on 18 December 2009). 

35. Australian Bureau of Statistics (ABS). Household Income Account and per Capita, New South 

Wales: Current Prices (Time Series Workbook); ABS: Canberra, ACT, Australia, 2006. 

36. Davies, B.; Mangan, J. Family expenditure on hotels and holidays. Ann. Tour. Res. 1992, 19,  

691–699. 

37. Australian Bureau of Statistics (ABS). Household Income Account and per Capita, Australia: 

Current Prices (Time Series Workbook); ABS: Canberra, ACT, Australia, 2006. 

38. Australian Bureau of Statistics (ABS). Household Income Account and per Capita, New South 

Wales: Current Prices (Time Series Workbook); ABS: Canberra, ACT, Australia, 2006. 

39. Stern, D.I. The rise and fall of the environmental Kuznet curve. World Dev. 2004, 32, 1419–1439. 

40. vanKooten, G.C.; Folmer, H. Sustainable development and conservation (Chapter 7). In Land and 

Forest Economics; Edward Elgar Publishing Limited: Cheltenham, UK/Northampton, MA, USA, 

2004; pp. 203–241. 

41. O’Mahony, B.; Hall, J.; Lockshin, L.; Jago, L.; Brown, G. Wine Tourism and Subsequent Wine 

Purchase Behaviour; Cooperative Research Centre (CRC) for Sustainable Tourism Pty Ltd: 

Adelaide, SA, Australia, 2008; p. 57. 

42. Australian Bureau of Statistics (ABS). Australian Wine and Grape Industry Re-Issue; ABS: 

Canberra, ACT, Australia, 2008. 



Land 2014, 3 259 

 

43. Cooperative Research Centre (CRC) Tourism. Holidays and Wine Regions Survey; Cooperative 

Research Centre for Sustainable Tourism Pty Ltd: Adelaide, SA, Australia, 2007; p. 82. 

44. Tourism New South Wales (NSW). Wine Tourism Research Cellar Door Survey; Tourism New 

South Wales Information and Research Unit: Sydney, NSW, Australia, 2002; p. 17.  

45. Cessnock Council. Hunter Valley Wine Country Tourism Related Statistic and Information 2002. 

Available online: http://www.cessnock.nsw.gov.au (accessed on 20 May 2008).  

© 2014 by the authors; licensee MDPI, Basel, Switzerland. This article is an open access article 

distributed under the terms and conditions of the Creative Commons Attribution license 

(http://creativecommons.org/licenses/by/3.0/). 


