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Abstract: Fundus vessel analysis is a significant tool for evaluating the development of retinal
diseases such as diabetic retinopathy and hypertension in clinical practice. Hence, automatic fundus
vessel segmentation is essential and valuable for medical diagnosis in ophthalmopathy and will
allow identification and extraction of relevant symmetric and asymmetric patterns. Further, due to
the uniqueness of fundus vessel, it can be applied in the field of biometric identification. In this
paper, we remold fundus vessel segmentation as a task of pixel-wise classification task, and propose
a novel coarse-to-fine fully convolutional neural network (CF-FCN) to extract vessels from fundus
images. Our CF-FCN is aimed at making full use of the original data information and making up
for the coarse output of the neural network by harnessing the space relationship between pixels
in fundus images. Accompanying with necessary pre-processing and post-processing operations,
the efficacy and efficiency of our CF-FCN is corroborated through our experiments on DRIVE, STARE,
HRF and CHASE DB1 datasets. It achieves sensitivity of 0.7941, specificity of 0.9870, accuracy of
0.9634 and Area Under Receiver Operating Characteristic Curve (AUC) of 0.9787 on DRIVE datasets,
which surpasses the state-of-the-art approaches.

Keywords: medical diagnosis; fundus vessel segmentation; fully convolutional neural network;
conditional random field; dilated convolution

1. Introduction

Fundus vessel is the vessel which can be screened through non-traumatic examination in the
human body [1]. Its morphological attributes (i.e., length, width and tortuosity) have been widely
used to predict ophthalmological diseases, including diabetic retinopathy, hypertension, glaucoma and
choroidal neovascularization [2,3]. Hence, the analysis of the vasculature in retinal images is essential
to evaluate and monitor the development of these diseases [4].

Vessel segmentation is a basic step used for the analysis of fundus images [5]. However, manual
vessel segmentation is tedious and time-consuming. It needs experts of consummate skills and rich
experiences to manipulate due to the interference of noise and inherently poor contrast of fundus
images. The presence of the lesions and exudates in pathologic images undoubtedly further complicate
the segmentation task. The computer-assisted method is a effective way to address the task of fundus
vessel segmentation with satisfactory performance [6–8].

1.1. Related Works

In the field of computer-assisted systems, intense research efforts have been contributed to
automatic fundus vessel segmentation for efficient screening. These methods can be divided into
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unsupervised and supervised methods, which are mainly based on the public dataset DRIVE [9],
STARE [10], HRF [11] and CHASE DB1 [12].

Unsupervised methods: This kind of approaches often exploits enhancement approaches
or filter responses approaches to address the task of fundus vessel segmentation. For example,
Azzopardi et al. [4] applied a combination of shifted filter responses to extract the fundus vessel.
Jiang et al. [5] used the adaptive thresholding to tackle this problem. Singh et al. [13] obtained the
vessel map through a adaptive threshold on account of accuracy evaluation, Morphological operations
are applied to remove the influence of the optical disk or other brighter regions on the performance of
vessel segmentation. Simultaneously, they applied non-orthogonal wavelet transformation based on
Log-Gabor to further eliminate the noise. Neto et al. [6] first enhanced the image contrast via Gaussian
smoothing and morphological top-hat transformation. Then, they set a local threshold according to
the image’s gray intensity and spatial dependencies between pixels to extract vessel preliminarily.
To avoid the effect of the false positive regions in the preliminary extraction result, they further applied
morphology to rebuild a gray-scale image curvature chart for optimizing the vessel segmentation
performance. Dash et al. [14] adopted contrast limited adaptive histogram equalization and median
filter to enhance the image, and used mean-C thresholding to obtain the final result. Odstrcilik et al. [15]
used an improved matched filtering for vessel segmentation. Through designing five kinds of filters
based on general vessel section profile, they fused the results to obtain the pixel with local maximum
response and form the vessel maps with a threshold. Xiao et al. [8] applied adaptive gaussian filter
with different scale coefficients to segment the fundus vessel, and superpose 12 directions adaptive
gaussian filtering results to optimize the performance.

Supervised methods: The supervised methods are less labor-intensive and tend to formulate the
model for learning valuable information from the input data with annotated labels. Zhu et al. [7] used
the green channel of the original fundus images as the research object, and extracted a 36-dimensional
feature vector for each pixel based on morphological features. Adaboost and CART decision tree
are used to carry on the preliminary classification work and then these two classifiers are combined
to form a stronger one for the final pixel-level classification. Because these methods are prone to
focus on the feature extraction and then use the extracted features to classify each pixel in the image
into vessel or non-vessel, and although classifiers such as support vector machines (SVM) [16] and
boosted decision trees [12] are the most popular and effective classification methods applied in the
final pixel classification stage, the features they employ are always restricted to low-level features or
hand-crafted features.

In recent years, the capability of convolutional neural networks (CNNs) have been witnessed
through promising performance in the field of medical image segmentation [17,18]. Many works are
inspired to apply CNNs by remolding it as fully convolutional neural network (FCN) to meet the
requirement of pixel-level classification in fundus vessel segmentation [19–21]. These deep learning
methods can extract high-level and more discriminative representation rather than only depending
on the manual designed algorithms used before. Li et al. [19] regarded the task of segmentation as
a problem of cross-modality data transformation from fundus image to vessel map, and designed
a five-layer neural network to model the transformation. With the necessary pre-processing operations,
Fu et al. [22] adopted a multi-scale and multi-level CNN with a slide-out layer to learn a rich hierarchical
representation. They achieved average accuracy and sensitivity of 0.9523 and 0.7603, respectively on
DRIVE database. To better integrate space information with the abstract information, Song et al. [20]
fused the different convolution layers’ outputs, and classified the pixel with largest possibility scores.
They achieved average accuracy, sensitivity and specificity of 0.9499, 0.7501 and 0.9795, respectively.
Similar works are also used in [23,24].

In addition, probabilistic graphical models recently achieve satisfactory performance in taking
more non-local correlations into consideration. Many studies have already verified their efficacy in the
fundus vessel segmentation via combining it with FCN [22,25].
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1.2. Our Motivations and Contributions

Although these deep learning methods have yielded good performance in fundus vessel
segmentation, some coexisting problems cannot be ignored. Firstly, most methods do not make
full use of the original images in several aspects. For example, in the pre-processing stage, many
approaches only adopt the green channel of the original colored images for the subsequent process
due to its high contrast. However, gray images cannot match the nature superiority of RGB images
which have more space and color information. In addition, because fundus vessel segmentation
is a kind of end-to-end prediction, up-sample operation is requisite after pooling layers used in
common methods to restore image size. However, it will inevitably bring about the loss of resolution,
and small objects in images cannot be rebuilt after these operations. However, these methods rarely
account for non-local correlations or only apply probabilistic graphical models such as condition
random field (CRF) as the post-processing part, which do not fully harness their strengths. In this
case, the result of these methods are prone to be coarse, which needs to be optimized. Secondly,
to better mimic the findings that an ophthalmologist would note during the clinical examination,
post-processing operation is indispensable to rectify the misclassified pixel such as discontinuous
vessels (non-vessel pixels misclassified as vessels) and fractured vessels (vessel pixels in a complete
vascellum are not detected).

Based on these consideration, the main contributions of this paper can be summarized as follows:

(1) Different from previous methods, we utilize RGB images instead of using the gray green channel
image only to retain as much as possible raw information inside the Field of View (FOV).
Morphological transformations are also applied to enhance the contrast of RGB input images for
accurate vessel segmentation.

(2) We propose a specially designed network structure for full gauge fundus vessel segmentation
named FG-FCN which replaces pooling layers in original FCN with dilated convolution layers to
keep the spatial and semantic information with large receptive fields.

(3) We integrate CRF as recurrent neural networks (RNN) into our structure to adapt the weights
of FG-FCN during the training stage for refining its coarse output which do not consider
non-local correlations.

2. CF-FCN: A Coarse-to-Fine FCN for Fundus Vessel Segmentation

We propose a coarse-to-fine fully convolutional neural network (CF-FCN) in the task of vessel
segmentation in retinal images to take full advantage of the original fundus images and improve
the segmentation performance. The vessel segmentation procedure will be regarded as classifying
each pixel in the image into vessel or non-vessel category. Figure 1 (middle) shows the main flow of
our CF-FCN. First, instead of only using the gray green channel image as the input of FCN, original
RGB image after contrast enhancement is employed as our network input, thus more information
(e.g., space relationship, color, etc.) can be incorporated for fundus vessel segmentation. Moreover,
we obtain the output with full resolution after each layer of convolution by using FG-FCN instead
of the original FCN. Then, as only the relationships of pixels within a local patch are considered
in FG-FCN, we further unify FG-FCN with CRF systematically to tackle the non-local correlations
during the pixel-wise fundus vessel segmentation. At last, due to the existence of the discontinuous
or fractured vessels (which contain misclassified pixels) in the output vessel map, morphological
operations as post-processing are used to fill the gap of the discontinuous vessels and remove the
isolated nodes to improve the final vessel map.

The map of vessel tree can be obtained by synthesizing the 64 × 64 output patches after the
pixel-wise classification. The structure we adopted can be divided into four steps: data pre-processing,
coarse vessel segmentation, fine optimization and morphological post-processing. We explain each
part of our architecture in detail.



Symmetry 2018, 10, 607 4 of 16

Figure 1. The overall structure of our method (CF-FCN with post-processing). We use FG-FCN to
refer to traditional FCN with dilated convolution but without CRF. The top line of the figure is the
steps of CRF as RNN. In bottom line of the figure is the details of FG-FCN. Ci represents the tied
convolution layers (the numbers of tied convolution layers are shown in Table 1). The final three Ci

layers are the single convolution layers. Di means dilated convolution layers. All layers are denoted as
“width × height × number of feature maps”.

Table 1. The parameters configuration of our FG-FCN. Conv represents the convolution layers,
and DConv represents the dilated convolution layers. Maps column refers to the number of the
feature maps in this layer. In Para. column, the stride parameters are used in convolution layers and
dilation rate is applied instead of stride factor.

Layer Type Maps Kernel Para. Layer Type Maps Kernel Para.

0 Input 3 - - 11 Conv 512 3 × 3 1
1 Conv 64 3 × 3 1 12 Conv 512 3 × 3 1
2 Conv 64 3 × 3 1 13 Conv 512 3 × 3 1
3 DConv 64 3 × 3 1 14 DConv 512 3 × 3 5
4 Conv 128 3 × 3 1 15 Conv 512 3 × 3 1
5 Conv 128 3 × 3 1 16 Conv 512 3 × 3 1
6 DConv 128 3 × 3 2 17 Conv 512 3 × 3 1
7 Conv 256 3 × 3 1 18 DConv 512 3 × 3 7
8 Conv 256 3 × 3 1 19 Conv 2048 7 × 7 1
9 Conv 256 3 × 3 1 20 Conv 2048 1 × 1 1

10 DConv 256 3 × 3 3 21 Conv 2048 1 × 1 1

2.1. Data Pre-Processing

The contrast of the image plays a significant role in segmentation task which tends to be varied
due to the factors such as eye movement and media opacity to some degree. To improve the quality
and diversity of data, we apply the following pre-processing techniques sequentially on the fundus
images: intensity adjustment, contrast enhancement and horizontal flip. We use the original RGB
images for pre-processing due to its superior information compared to the gray images applied in
many other research topics. All these pre-processing operations are carried out using Matlab software.
These operations are described in Algorithm 1.
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Algorithm 1 Pre-processing algorithm.

Input: origin fundus images X

Output: pre-processed fundus images Y

1: for each xi ∈ X do

2: set the intensity to be 0.8 and 1.5 times of the origin fundus images to get x̂i

3: use an isotropic disk of radius 10 on x̂i by top-hat operation to get images x̌i

4: use an isotropic disk of radius 10 on reversed xi by bottom-hat operation to get images x̃i

5: fuse the result of Steps 3 and 4: ẋi ← xi + x̌i, x̄i ← ẋi − x̃i

6: apply flip operation on x̄i to get yi in Y

7: end for

Intensity adjustment: The intensity of the fundus image is a pivotal influence factor to differ
the vessel and background. It is prone to be varied due to the environment and equipment effects.
We adjust the intensity of original images to different intensities to make the dataset more aligned with
the data of randomness in clinical and enhance the robustness of the model trained by these data.

Contrast Enhancement: The morphological top-hat transformation can be applied on the light
object in a dark background to enhance the edge information of the images which is defined as follows:

That( f ) = f − ( f ◦ b), (1)

where f is the input images, b is the structuring element (an isotropic disk of radius 10 is used in
our experiment) and ◦ present morphological opening operation in Equation (1). The bottom-hat
transformation is the morphological operation can highlight the boundaries between interconnecting
objects, which can be formulated as follows:

Bhat( f ) = ( f • b)− f , (2)

where f is the input images, b is the structuring element (an isotropic disk of radius 10 is used in our
experiment) and • represents morphological closing operation in Equation (2). In our work, we apply
top-hat transformation to highlight the vessel’s gray scale peak and enhance the vessel boundaries.
Meanwhile, we combine the bottom-hat operation with it to obtain the valley value of the images and
further enhance the detailed information.

In this way, the gray scale of the vessel and background are stretched which is beneficial for the
vessel separation. The comparison result of our enhancement operation is illustrated in Figure 2.

Horizontal flip: Image data offered in the dataset are often lacking paired fundus images (the left
eye and corresponding right eye) which offer more information. We apply the horizontal flip operation
on each fundus image to fill this gap and make the training data with more diversity.
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(a) (b) (c)

Figure 2. The fist line is the fundus image in DRIVE dataset. The second line is the fundus image in
STARE dataset: (a) the original fundus image; (b) the fundus image with contrast enhancement on (a);
and (c) the green channel image of (a). It can be clearly seen that the vessels are more prominent in (b)
which retain more internal information than (a,c).

2.2. Coarse Vessel Segmentation

Fundus vessel segmentation is the task of dense prediction in the computer vision filed which
needs to assign each pixel in the image its corresponding category. It should take the pixel-level
accuracy and multi-scale contextual reasoning into the consideration. Previous studies remold
convolutional network for dense prediction by replacing fully-connected layers with fully-convolution
layers, namely FCN. However, as image pixels are continuously changing, features extracted from small
receptive field may not be obvious, that is to say, image information is unrepresentative. The traditional
FCN used in the semantic segmentation tends to adopt pooling layers for expanding receptive field
and reducing the output size. Because vessel segmentation is a end-to-end prediction, up-sampling
layers are needed to restore the size of the image. Undoubtedly, this series of process will make images
lose the resolution information. In view of this contradiction, we adopt dilated convolution (proposed
in [26]) to replace the pooling layer in the original FCN, namely FG-FCN.

Dilated convolution is a novel mode of convolution which can apply the same filter (such as the
3× 3 kernel used in our experiments) on different ranges using different dilation factors ϕ. It applies
a kind of discrete convolution to fill zero values between every two valid points in the convolution
kernel. In this way, it can have large receptive field without the increase of computation cost and retain
more image semantic information. As the exemplary dilated convolution images shown in Figure 3,
the red points mean the valid calculation ones in the convolution process and the weights of other
points are set to be zero. The receptive field grows exponentially while the parameters increase linearly.
Define the output of the layers as y[i], and ϕ as the dilation rate. In one-dimensional case, dilated
convolution with input x[i] is defined as follows. The w[l] here corresponds to the filter of length L.

y[i] =
L

∑
l=1

x[i + ϕ · l]w[l] (3)

The structure of our FG-FCN is VGG16-style (stems from the schema of VGG16 [27]). We replace
the pooling layers in VGG16 with dilated convolution layers and adjust the fully-connect layers
to fully-convolution pattern for the requirement of pixel-level segmentation. As shown in Table 1,
the dilation rates of FG-FCN are inspired by the concept of hybrid dilated convolution (HDC) [28].
This design of the dilation rate does not have a common divisor greater than one to avoid gridding
effect [28], and it can make the perceived pixel of the kernel continuous at the same time. The alternative
use of the traditional convolution and dilated convolution are aimed at dealing with vessels of different
sizes. In this way, our network will avoid down-sampling operation and efficiently expand the
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network’s receptive field. Simultaneously, it can make full use of the raw information and keep more
internal data structures compared to the original FCN. To train the network, we use the cross entropy
loss and Adam optimizer [29] with learning rate = 0.0001. The ReLu activation function is employed to
enhance the expression ability of the model.

(a) (b) (c)

Figure 3. (a) The dilated convolution with the rate of 1; (b) the dilated convolution with the rate of 2;
and (c) the dilated convolution with the rate of 3.

2.3. Fine Optimization

CRF model is a graphical model which is widely used to take non-local correlations into account.
For a given image X, CRF can model the conditional distribution of the category label and consider all
the characteristics (i.e., shape, texture, color, location and edge) to obtain the global optimal solution.
It still considers the label agreement between similar pixels which can overcome the shortcomings in
remolding CNN for pixel-level labelling tasks. Many studies have used CRF to refine the coarse output
of the network by regarding it as a post-processing step. It does not fully harness the superiority
of the CRF as it cannot apply the weights of the former networks in CRF during the training stage.
In our work, we adopt CRF as RNN [30] (see Algorithm 2) to integrate it with our FG-FCN for further
optimizing its coarse output vessel map, namely CF-FCN, and it can train the weights and bias of
FG-FCN and CRF as RNN simultaneously via back-propagation process.

CRF as RNN fully combines CNN and CRF in one unified framework, and each step accepts the
information transferred from the former layers. Its target is to minimize a energy function given by:

E(x) = ∑
i

ψu(xi) + ∑
i<j

ψ(xi, xj), (4)

where ψu(xi) is the unary terms measuring the cost of the pixel i belonging to the label xi, and
the pairwise energy term ψ(xi, xj) is used to measure the cost of assigning labels xi, xj to pixels i,
j simultaneously. Here, xi = 1 is the vessel pixel and xi = 0 is the non-vessel pixel. Due to the
intractability of the E(X), we implement the mean-field inference to approximate the CRF model as
in [30]. After initializing the model with Qi(l) (i presents the ith pixel of the image and l (the label
of it from 1 to the number of label L) obtained by a softmax function over the unary potentials Ui(l)
(the output of the final convolution layer of FG-FCN) for label l specific to each pixel i, the following
four steps are applied. Zi used here is the partition function [31].

Message Passing: In this step, M Gaussian filters (a spatial kernel and a bilateral kernel used in
our experiment) are applied on unary values Qi(l). These filters are based on the characteristic such as
the pixel locations to measure the relationship between the pixels.

Weighting Filter Outputs: To combine the result of the Gaussian filters used in last step, this part
applies a 1 × 1 filter (similar to w(m) in Algorithm 2) on the output of the message passing phase. It is
a weighted sum of the former two filters’ output for each label l and the error differentials can be
computed through the back-propagation process.

Compatibility Transform: Compatibility Transform is a operation applied to consider the
relationship between the similar pixels. It makes a fixed penalty µ(l, l′) (l, l′ are two labels) if pixels
with similar properties are classified to different categories (l and l′, respectively). This can be regarded
as a convolution layer where the spatial receptive field of the filter is 1 × 1. We can obtain label
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compatibility function µ by learning the weights of this filter. The error differentials from the output of
this step will be transferred to the input to carry out the update operation of the parameters.

Adding Unary Potentials: In this step, we subtract the output of compatibility transform
element-wise from the former unary inputs Ui(l) to transfer error differentials of this step.

Algorithm 2 CRF as RNN.

1: Qi(l) ← 1
Zi

exp(Ui(l)) for all i

2: while not converged do

3: Q̃(m)
i (l) ← ∑j 6=i k(m)( fi, f j)Qj(l) for all m

4: Q̆i(l) ← ∑m w(m)Q̃(m)
i (l)

5: Q̂i(l) ← ∑l′∈L µ(l, l′)Q̆i(l)

6: Q̌i(l) ← Ui(l)− Q̂i(l)

7: end while

2.4. Morphological Post-Processing

The result of the neural network is prone to have discontinuous vessels (i.e., the pixels completely
surrounded by vessel nodes, but are labeled as background pixels) or isolated nodes (i.e., the pixels
misclassified as vessels, but the surrounding pixels are not) which need to be tackled. In the
post-processing phase, we use morphological operations to enhance the binary output vessel maps
generated by CF-FCN. The morphological closing operation is first used to fill the hole smaller than
the structuring element (a disk of radius 10 is used in our experiment) in the vessel maps. For the
isolated nodes, the acreage of these pixel area connected in the eight connectivity area is measured.
We remove these misclassified pixel regions of the acreage below 100, and it will be reclassified as
background pixels. In Figure 4, we show the exemplification for the performance of our post-processing.
In Figure 4a,b, we can find the discontinuous vessels have been filled to a large degree. In addition,
the isolated nodes that are smaller than our structuring element are removed.

(a) (b)

Figure 4. Comparison of the fundus vessel images before and after our post-processing: (a) the images
before the operation and we circle the region in red to focus; and (b) the images after the operation
of (a). The same regions are circled in red to compare the performance of our post-processing. The first
line is the sample in DRIVE dataset. The second line is the sample in STARE dataset.

3. Experiments

3.1. Dataset

To validate our proposed method, we performed extensive experiments on four public fundus
datasets, DRIVE, STARE, HRF and CHASE DB1, to evaluate the effectiveness of our method. Based on
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the consideration of the computation complexity and deficiency of the data, we crop these images
into a quantity of 64 × 64 RGB patches to carry on our subsequent works. The mask is also provided
for extracting the FOV of each fundus image, as shown in Figure 5. For those dataset (STARE and
CHASE DB1) which do not offer masks for extracting FOV of the images, we created these masks for
them, as described in [32]. We present a mask sample in DRIVE dataset in Figure 5.

(a) (b)

Figure 5. (a) The fundus image in DRIVE dataset; and (b) the mask of (a).

DRIVE dataset: It is established to carry on comparative studies about vessel segmentation in
retinal images. Each of them was digitalized to produce 565 × 584 images. There are all together
40 fundus images offered which have already been divided into training set (20 images) and testing set
(20 images). Two manual observer segmentations are available in the dataset. All the ground-truth
images we used in our experiments are the first human observer (the “gold standard”).

STARE dataset: The images and clinical data in STARE dataset were provided by the Shiley Eye
Center at the University of California, San Diego, and by the Veterans Administration Medical Center
in San Diego. The dataset contains 20 retinal images with manual segmentation results digitized of
700 × 605. We divide the data into training set and test set in equal proportion, and both contain
healthy objects and pathological cases (the first five healthy and pathological images in the dataset for
training and remaining for testing ).

HRF dataset: This database has been established by a collaborative research group to support
comparative studies on automatic segmentation algorithms on retinal fundus images. It contains
15 high resolution images of healthy patients, 15 images of diabetic retinopathy patients and 15 images
of glaucomatous patients. We chose the first eight images in each kind of cases for training and the
others for testing. Gold standard fundus vessel segmentation results are offered by experienced experts.
All images are digitized of 2336 × 3504.

CHASE DB1 dataset: It contains 28 high quality fundus images digitized of 999 × 960 collected
from 14 school-age children’s left and right eyes. According to the convention, we used the first
20 images as training set and adopted the remaining images as test set. Data augmentation was also
operated as narrated above.

3.2. Evaluation Metrics

In our work of fundus vessel segmentation, there are two possible labels: vessel and non-vessel.
By comparing the vessel maps generated by our model with the ground-truth, four cases can be
obtained: True Positive (TP), True Negative (NP), False Positive (FP) and False Negative (FN). TP is the
pixel classified correctly as vessel and TN is the pixel classified correctly as non-vessel. FP is the pixel
of background but misclassified as vessel, and FN is the pixel of vessel but misclassified as background
in the vessel map. In our experiments, we used four measures to scrutinize our methods: Sensitivity
(Se), Specificity (Sp), Accuracy (Acc) and Area Under Receiver Operating Characteristic Curve (AUC).
All evaluations were calculated only for pixels inside the FOV.

Se =
TP

TP + FN
, Sp =

TN
TN + FP

(5)

Acc =
TP + TN

TP + TN + FP + FN
(6)
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3.3. Experimental Results

We scrutinized our proposed method on the test sets with 64 × 64 RGB patches, respectively.
All manual segmentation we compared are from the first observer which served as the “gold standard”.
For each fundus image in the test dataset, a binary vessel map can be obtained through our
trained model. We calculated Se, Sp, Acc and AUC indicators on the result to indicate our methods’
effectiveness. The implementation of our method is based on Tensorflow framework with NVIDIA
GeForce GTX 1080 GPU.

3.3.1. The Improvement of the Data Quality

Instead of using green channel of original fundus images, we applied RGB fundus images with
suitable enhancement operations. Although the green channel of the images own high contrast, colored
images have inherent superiority of rich information. In our experiments, we applied green channel
or RGB fundus images as the input of our CF-FCN with post-processing (CF-FCN-post) separately.
As shown in Table 2, green channel images achieve Se of 0.6309, Sp of 0.9891 and Acc of 0.9556,
while RGB images obtain better performance with Se of 0.7941, Sp of 0.9870 and Acc of 0.9634.

Table 2. Performance comparison with different channels as input of CF-FCN-post on DRIVE dataset.

Type Se Sp Acc

Green channel images 0.6309 0.9891 0.9556
RGB images 0.7941 0.9870 0.9634

3.3.2. Comparison with the State-of-the-Art Works

We verified our method by comparing it with state-of-the-art methods on DRIVE, STARE, HRF
and CHASE DB1 datasets in Tables 3–5. To support our results, we show Confidence Interval (CI) on
Acc in Table 6 and Receiver Operating Characteristic Curve (ROC) on datasets in Figure 6. In Table 3,
we can see that the performance of our CF-FCN with post-processing achieves the best performance
of Sp (from the second best [7] 0.9838 to 0.9870) and Acc (from the second best [7] 0.9618 to 0.9634)
on DRIVE dataset, and we get comparable result of Se with [8] on this dataset. Our method obtained
an AUC of 0.9787. Similar results can be seen on STARE dataset in Table 4. Among other methods,
our method achieved the best performance in terms of Sp (0.9770), Acc (0.9628) and AUC (0.9801) .
Comparable result was obtained with regard to Se between our method and [6]. The binary vessel map
results are in Figures 7 and 8, which show our method works well on both healthy and pathological
cases. To further validate the efficiency of our model, we tested it on HRF and CHASE DB1 datasets,
as shown in Table 5. Compared with the listed methods, our model achieved the best performance of
Se (0.7762), Sp (0.9760), Acc (0.9608) and AUC (0.9701) on HRF dataset, and Se (0.7571), Sp (0.9823),
Acc (0.9664) and AUC (0.9752) on CHASE DB1 dataset. Further, we also show our segmentation
results on HRF and CHASE DB1 datasets in Figure 9.
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Figure 6. ROC of our methods on the four datasets.

Table 3. Comparison with state-of-the-art methods on DRIVE dataset.

Type Method Se Sp Acc AUC

Unsupervised Singh et al. [13] 0.7138 0.9801 0.9460 -
methods Odstrcilik et al. [15] 0.7060 0.9693 0.9340 0.9519

Xiao et al. [8] 0.8127 0.9786 0.9580 -
Neto et al. [6] 0.7806 0.9629 0.8718 -

Supervised Li et al. [19] 0.7569 0.9816 0.9527 0.9738
methods Song et al. [20] 0.7501 0.9795 0.9499 -

Ngo et al. [33] 0.7464 0.9836 0.9533 0.9752
Zhu et al. [7] 0.7462 0.9838 0.9618 -
Li et al. [24] 0.7659 0.9797 0.9522 -

CF-FCN-post 0.7941 0.9870 0.9634 0.9787

(a) (b) (c) (d)

Figure 7. Segmentation results of our method. The first line is the healthy objects in DRIVE dataset.
The second line is the healthy case in STARE dataset: (a) is the fundus image; (b) is the manual
segmentation; (c) is the vessel map generated by our CF-FCN; and (d) is the enhanced result of CF-FCN
with morphological post-processing.
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(a) (b) (c) (d)

Figure 8. Segmentation results of our method. The first line is the pathological objects in DRIVE
dataset. The second line is the pathological case in STARE dataset: (a) the fundus image; (b) the manual
segmentation; (c) the vessel map generated by our CF-FCN; and (d) the enhanced result of CF-FCN
with morphological post-processing.

Table 4. Comparison with state-of-the-art methods on STARE dataset.

Type Method Se Sp Acc AUC

Unsupervised Niemeijer et al. [34] 0.6898 0.9696 0.9417 -
methods Odstrcilik et al. [15] 0.7847 0.9512 0.9341 0.9569

Xiao et al. [8] 0.7641 0.9757 0.9569 -
Neto et al. [6] 0.8344 0.9443 0.8894 -

Supervised Fraz et al. [12] 0.7548 0.9763 0.9534 0.9768
methods Fu et al. [25] 0.7140 - 0.9545 -

Fraz et al. [35] 0.7311 0.9680 0.9442 -
Soares et al. [32] 0.7103 0.9737 0.9480 -

CF-FCN-post 0.8090 0.9770 0.9628 0.9801

Table 5. Comparison with state-of-the-art methods on HRF and CHASE DB1 dataset.

Dataset Method Se Sp Acc AUC

HRF Odstrcilik et al. [15] 0.7741 0.9669 0.9494 0.9667
Budai et al. [36] 0.7099 0.9745 0.9481 -

CF-FCN-post 0.7762 0.9760 0.9608 0.9701
CHASE DB1 Li et al. [19] 0.7569 0.9816 0.9527 0.9712

Fu et al. [22] 0.7130 - 0.9489 -
CF-FCN-post 0.7571 0.9823 0.9664 0.9752

Table 6. CI of Acc on datasets.

Datasets DRIVE STARE HRF CHASE DB1

CI [0.9612, 0.9641] [0.9620, 0.9679] [0.9584, 0.9612] [0.9624, 0.9705]

3.3.3. Improvement of the Network’s Structure

Different steps of our model: To show the effectiveness of the different steps of our proposed
CF-FCN with post-processing, we compared the results by using traditional FCN (hereafter, FCN),
FCN with dilated convolution but without CRF (FG-FCN), and CF-FCN-post. As shown in Table 7,
compared to FCN, FG-FCN improves Se from 0.7110 to 0.7481, Sp from 0.9750 to 0.9822, and Acc
from 0.9508 to 0.9600, respectively. By further optimizing the coarse result of FG-FCN via CRF,
the performance results of CF-FCN are further promoted to 0.7732 (Se), 0.9876 (Sp) and 0.9623 (Acc).
By using morphological enhancement as the post-processing in our CF-FCN in Figure 9, we get
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further performance improvement and total improvement up to 8.31% (Se), 1.2% (Sp), and 1.26% (Acc)
compared to FCN on DRIVE dataset. Examples of the binary vessel map of different steps are shown
in Figure 10. In this figure, we can see that more detailed information of the vessels are kept in FG-FCN
and CF-FCN compared to FCN.

Table 7. Performance comparison with different steps of the proposed models on DRIVE dataset.

Step Se Sp Acc

FCN 0.7110 0.9750 0.9508
FG-FCN 0.7481 0.9822 0.9600
CF-FCN 0.7732 0.9876 0.9623

CF-FCN-post 0.7941 0.9870 0.9634

(a) (b) (c) (d)

Figure 9. Segmentation results of our method. The first line is the objects in HRF dataset. The second
line is the case in CHASE DB1 dataset: (a) the fundus image; (b) the manual segmentation; (c) the
vessel map generated by our CF-FCN; and (d) the enhanced result of CF-FCN with morphological
post-processing.

Parameters adjustment of our model: We have elaborated in Section 2.2 that our designed
dilated parameters can avoid efficiently gridding problem. Through Figure 11b, it can be clearly
seen that gridding problem exists in the vessel segmentation result using casual dilated parameters
(using dilated rate increasing proportionally such as series of 1, 2, 4 and 8). Although it can be a little
bit better in the latter iterations in Figure 11c, there are more background pixels misclassified as vessel
pixels than in Figure 11d caused by poor results from former iterations. In our work, we used dilated
rates 1, 2, 3, 5 and 7 in order according to Table 1, which validated its efficacy through our comparison
experiments. In Figure 11d, our vessel segmentation result performs better without the existing of
gridding problem.

(a) (b) (c) (d)

Figure 10. Segmentation comparison with different steps of the proposed models on DRIVE dataset:
(a) the fundus image; (b) the output of FCN; (c) the vessel map result of FG-FCN; and (d) the result
of CF-FCN.
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(a) (b) (c) (d)

Figure 11. (a) The ground-truth of the fundus vessel segmentation; (b) the vessel images using the
casual dilated parameter in the front iteration; (c) the vessel images using the casual dilated parameter
in the iteration with stable loss; and (d) the vessel images using the our designed dilated parameter
with stable loss.

Comparison of similar works: To validate our improvement of dealing with the problem of the
loss of resolution, we compared our CF-FCN with post-processing with some typical similar networks
(U-net and Deeplab v3 ) also focused on this aspect. As shown in Table 8, our CF-FCN-post shows
improvement compared to U-net in the aspect of Se from 0.7912 to 0.7941, Sp from 0.9704 to 0.9870,
and Acc from 0.9561 to 0.9634. Compared with Deeplab v3, our CF-FCN-post still works better than it,
as shown in Table 8.

Table 8. Performance comparison with other similar networks on DRIVE dataset.

Network Se Sp Acc

U-Net [37] 0.7912 0.9704 0.9561
Deeplab v3 [38] 0.7711 0.9777 0.9595
CF-FCN-post 0.7941 0.9870 0.9634

4. Discussion and Conclusions

In this paper, we propose a CF-FCN with post-processing to address the problem of fundus vessel
segmentation. Our methods retain more internal information and make full use of the data. At the
same time, we better consider the non-local correlations through optimizing the coarse output of our
FG-FCN. After extracting fundus vessel tree using our method, it can be used for the quantitative
analysis of patients or for biometric identification due to its uniqueness.

To the best of our knowledge, we are the first to apply this kind of CF-FCN accompanying with
necessary and efficient pre- and post-processing operations in the field of fundus vessel segmentation.
The experimental results display that our method surpasses reported state-of-the-art methods in terms
of sensitivity, specificity and accuracy on the publicly-available datasets DRIVE, STARE, HRF and
CHASE DB1.

Since vessels’ size vary greatly a fundus image, the characteristics of each kind of vessel are often
overlooked. For example, large receptive fields are friendly to the large vessels but not suitable for
tiny vessels. However, small ones are not a good choice for non-local information. In our method,
we tend to apply a balanced approach to take large and small vessels into the consideration at the
same time. To improve our methods in the future, we will explore some multi-stream methods which
solve different vessels in different streams to better address tiny and large vessels separately.
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