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Abstract: Cosmetics pose challenges to the recognition performance of face and iris biometric systems
due to its ability to alter natural facial and iris patterns. Facial makeup and iris contact lens are
considered to be commonly applied cosmetics for the face and iris in this study. The present work
aims to present a novel solution for the detection of cosmetics in both face and iris biometrics by the
fusion of texture, shape and color descriptors of images. The proposed cosmetic detection scheme
combines the microtexton information from the local primitives of texture descriptors with the color
spaces achieved from overlapped blocks in order to achieve better detection of spots, flat areas, edges,
edge ends, curves, appearance and colors. The proposed cosmetic detection scheme was applied to
the YMU YouTube makeup database (YMD) facial makeup database and IIIT-Delhi Contact Lens
iris database. The results demonstrate that the proposed cosmetic detection scheme is significantly
improved compared to the other schemes implemented in this study.
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1. Introduction

The recognition performance of face and iris modalities has been considered as two promising
biometric traits over the past decade [1–11]. However, the presence of cosmetics has posed challenges
related to the performance degradation of face and iris biometrics [12,13]. This study considered
the effect of facial makeups and iris contact lenses on the recognition performance of biometric
systems. Generally, facial makeups and iris contact lenses are considered as two popular types of
cosmetics that are publicly acceptable in several parts of the worlds. Makeups affect the color, shape,
texture and format of face images. There are three main categories of makeups that can be applied
on faces: light makeup, medium makeup and heavy makeup [14]. On the other hand, the iris contact
lenses are divided into two categories: transparent (soft) and color cosmetic (texture) contact lenses.
The use of contact lenses, especially textural lenses, alters the texture, appearance and color of iris
patterns [15]. Therefore, designing an efficient method to detect facial makeups and contact lenses in
face and iris images would benefit face–iris biometric recognition systems in terms of security and
recognition performance.

The impact of makeup and contact lens on face and iris images has been discussed in some studies.
The authors of a previous study [12] demonstrated the reduced performance of face recognition
schemes in the presence of makeup. An automatic facial makeup detection method was presented in
another study [16], which captured the local and global information of facial images. In reference [17],
the authors applied the Canonical Correlation Analysis (CCA) to learn the meta subspaces for
maximizing the correlation of feature vectors belonging to the same individual. The authors of a
previous study [18] proposed that the correlation between several facial parts can be learnt using the
Partial Least Square (PLS) to improve the verification performance in presence of cosmetics. On the
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other hand, for iris recognition with contact lenses, a gray-level co-occurrence matrix was proposed
for training a support vector machine, which will ultimately improve the classification rate of the
cosmetic detection method [19]. The impact of the contact lenses on the iris recognition performance
has been analyzed in a previous study [15] using two different datasets. In reference [20], a multimodal
biometric system using both irises was applied to investigate the effect of soft and texture contact lenses
on the recognition performance of both unimodal and multimodal systems. In reference [21], three
different techniques based on iris-textons and the co-occurrence matrix were proposed for detecting
texture contact lenses, measuring the iris edge sharpness and characterizing the texture of irises. The
authors of a previous study [22] detected texture lenses using Gaussian-smoothed and Scale-Invariant
Feature Transform (SIFT)-weighted Local Binary Patterns.

In this study, an efficient scheme is proposed to detect makeup and texture contact lens in face
and iris images by utilizing both the global and local information of the modalities. The proposed
scheme fuses color-, shape- and texture-based features extracted from the face and/or iris with
cosmetics, before the Support Vector Machine (SVM) [23] was applied to detect face–iris cosmetic in
the input images. We proposed the extraction of the texture and shape characteristics of facial and
iris modalities using a multi-scale local–global technique to collect the microtexton information of
local primitives efficiently along with the global features with makeup and texture contact lenses.
Therefore, the Log-Gabor transform (L-Gabor) shape descriptor is applied in this study to produce a
set of Gabor filters and consequently, the microtexton information of the global and local primitives
is extracted using an Overlapped Local Binary Pattern (Ov-LBP). Additionally, in order to collect
the color-based information of images with cosmetics, the present work computes the overlapped
color moments of the face and iris images to detect cosmetics. Therefore, the current work is the
first common scheme that was applied for both the face and iris traits with makeup and texture lens,
which fuses the advantages of color, shape and texture patterns to efficiently detect spots, flat areas,
edges, edge ends, curves and colors. Indeed, the main contribution of this work is related to the
results obtained from extracting and preserving the detailed pattern information of both modalities
and utilizing them to decide the presence and/or absence of cosmetics for face and iris biometrics.
In the other words, the original contribution of this work can be summarized as the proposal of a
multi-modal cosmetic detection system for both face and iris biometrics according to their shapes,
color and textures. Therefore, the proposed biometric detection scheme can be applied in any unimodal
and/or multimodal face–iris recognition system to improve the security and recognition performance
of the system. The proposed cosmetic detection scheme is evaluated on the YMU [12,24] facial makeup
database and IIIT-Delhi Contact Lens iris [13] database. The proposed face–iris cosmetic detection
scheme is presented and compared with the existing facial and texture lens detection methods in this
work using the Classification Rate (CR) and Total Error Rate (TER).

The rest of this paper is organized as follows. Section 2 describes the facial makeup and iris
contact lens approaches applied in this study. The explanation of proposed face–iris cosmetic detection
scheme is presented in Section 3, while Section 4 concentrates on cosmetic databases and experimental
results. Finally, Section 5 draws some conclusions.

2. Cosmetic Detection for Face–Iris Biometrics

Although the main objective of using contact lenses is to correct individual eyesight as an
alternative to spectacles/glasses, they can be also used for cosmetic purposes. In general, the use
of contact lenses, especially textural lenses, alters the texture and color of iris images and leads to
confusion in the natural iris patterns [15]. In addition, facial makeup can be relevant to the aesthetics
of an individual face and affects the texture, color and shape of face images [16], resulting in reduced
performance of face recognition systems. Therefore, introducing a robust detection scheme is needed
for both face and iris biometrics in order to increase the reliability and security of face–iris recognition
systems. In this study, we attempted to design a common detection scheme for face–iris biometrics
with cosmetics based on their color, shape and texture information. In fact, the color, shape and texture
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characteristics of both face and iris traits can be affected if an individual uses makeup and contact lens.
Therefore, the aim is to utilize the information obtained using these factors and combine them in a
scheme to detect makeup and contact lens for both the face and iris.

The Local Binary Pattern (LBP) [25] feature extraction method is considered to be a powerful
micro-pattern descriptor to analyze the texture of facial and/or iris images. In order to detect the
presence of makeup/contact lens, LBP and numerous variants of LBP has been applied in several
studies [15,16,22,24] as successful texture-based approaches. In this work, we aim to use multi-scale
Overlapped Local Binary Pattern (multiS-Ov-LBP) technique to collect microtexton information
of local primitives from facial makeup and iris contact lens images. Recently, it was shown that
extracting detailed texture information from the irises of uniform LBP patterns provides more
representative histograms, which is better than analyzing the texture patterns [26]. Uniformity
also plays a major role in characterizing the micro-features of facial makeups [16]. On the other
hand, the investigation of different combinations of LBP operators utilized the extraction of more
micro-texture details to discriminate real and fake face images [27]. Therefore, the focus of this
study for discriminating makeup and non-makeup images is on multi-scale LBP operators, including
LBPu2

8,1, LBPu2
8,2 and LBPu2

16,2. In fact, each operator extracts the histogram of a whole image globally,
before the concatenation of the histograms provides a feature set of length 361 (59 + 59 + 243) bin.
The extraction of detailed micro-texture information of local primitives using overlapped blocks leads
to better recognition and detection of spots, flat areas, edges, edge ends, curves, appearance and
colors [16,26], which are considered as important factors for cosmetic applications of face and iris
biometrics. Therefore, we intend to apply the overlapped blocks of multi-scale LBP operators to extract
more detailed local primitives for cosmetic detection. In order to obtain the local bin histograms of each
operator, the images are divided into 3 × 3 overlapping regions with an overlapping size of 15 pixels.
The concatenation of three operators leads to 3249 (9 × 59 + 9 × 59 + 9 × 243) bin histograms for one
image. Due to the high dimensionality of the features produced by this method, we applied principal
component analysis (PCA) and linear discriminant analysis (LDA) to reduce the dimensionality of
the feature sets. The proposed scheme combines the global and local features extracted using the LBP
texture descriptor to improve the robustness of scheme for cosmetic detection.

Additionally, in order to analyze changes in shape due to cosmetics for the face and iris biometrics,
the Log-Gabor transform (L-Gabor) [28] was applied to reflect the frequency response of images
more realistically. This study considers five different scales and eight orientations to produce the
Log-Gabor transform, with a down-sampling rate of six based on several trial results. The final size of
the L-Gabor transformed image was reduced to 40 × 80 for all 40 image outputs. This work considered
the computation of color-based features using the overlapped color moments within the overlapped
blocks of images. Our experimental result section demonstrated a high cosmetic detection rate for
both face and iris modalities with overlapped color moments compared to non-overlapping blocks.
To extract the color moments from the entire image, we divided the images into 3 × 3 overlapping
regions with an overlapping size of 15 pixels. For each block, the mean, standard deviation and
skewness of pixels were calculated as the first, second and third order moment, resulting in 81 color
feature sets.

3. Proposed Face–Iris Anti-Cosmetic Scheme

Our proposed cosmetic detection framework combines local and global information extracted
from face and/or iris images (Figure 1). The framework improves the cosmetic detection rate of system
by combining the local and global information of each modality. The detailed steps applied to design
the proposed cosmetic detection scheme for face and iris biometrics are as follows:

Step 1 The image preprocessing step is carried out on all face and iris images separately to detect,
scale and localize the face and irises. After this, the images are cropped, aligned and resized
to dimensions of 60 × 60 prior to our cosmetic detection experiments. These undergo the
histogram equalization method and mean variance normalization.
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Step 2 All face and/or iris images are used as inputs for the L-Gabor algorithm for analyzing changes
in shape, which produces 40 image outputs. Each one of these 40 output images is considered
separately in the local and global feature extraction steps to exploit the features.

Step 3 The global feature extraction step extracts the histogram of a whole image globally for all 40
output images of one individual using three different operators (LBPu2

8,1, LBPu2
8,2, LBPu2

16,2) in the
multi-scale manner. After this, the concatenation of histograms is considered as the global
microtexton information of textures, which is presented in Equation (1):

GFV = S × O (LBPu2
8,1+LBPu2

8,2 + LBPu2
16,2), (1)

where GFV presents the extracted Global Feature Vector; and S and O describes scales and
orientations employed to produce the Log-Gabor transform (five scales and eight orientations).

On the other hand, the proposed pipeline simultaneously extracts details of the micro-texture
information of local primitives using the overlapped blocks through multi-scale operators of LBP.
After this, the concatenation of overlapped histograms is used to improve cosmetic detection.
Additionally, the local feature extraction step extracts the color moments of images through overlapping
regions. Subsequently, the result features are concatenated to produce the color feature sets according
to Equation (2). It should be stated that the global and local feature extraction steps are separately
applied on all 40 output images produced using the L-Gabor texture descriptor of Step 2:

LFV = S × O (M × N [(LBPu2
8,1+LBPu2

8,2 + LBPu2
16,2) + ρ + σ + γ]), (2)

where LFV represents the extracted Local Feature Vector; S and O describes the scales and orientations
employed to produce the Log-Gabor transform; M and N are the sizes of overlapping windows used to
divide the images (3 × 3); and ρ, σ and γ specify the extracted mean, standard deviation and skewness
feature vectors of overlapped color moments.

Step 4 The scheme concatenates the advantages of the features achieved using the local and global
feature extraction steps as a high dimension feature set according to Equation (3):

CFVF = GFV + LFV. (3)

where CFVF represents Concatenated Feature Vector Fusion.
Step 5 In order to reduce the dimensions of the concatenated features in the global step, local step

and concatenated feature set of Step 4, the proposed scheme employs PCA and LDA to
obtain appropriate feature subsets of the face and/or iris by eliminating irrelevant and
redundant information.

Step 6 The classification is conducted using the SVM classifier to detect cosmetics in 4 different ways
for all 40 output images of individuals in the global feature extraction step, local feature
extraction step (histogram concatenation and color feature vector) and global + local
concatenation step.

Step 7 The last step fuses all decisions achieved using the SVM classifier through the majority
voting [29] decision level fusion technique. In fact, for one individual, 160 different decisions
(40 × 4) are fused to make the final decision for the detection makeup in face/iris images.
In fact, the majority voting combines all 160 decisions obtained by SVM classifiers to produce
a final fused decision. In the majority voting technique, usually all classifiers provide an
identical confidence in classifying a set of objects via voting. This technique will output the
label that receives the majority of the votes. The prediction of each classifier is counted as one
vote for the predicted class. At the end of the voting process, the class that received the highest
number of votes wins [29].
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Figure 1. Block diagram of proposed cosmetic detection scheme.

4. Experimental Results and Databases

This section concentrates on the experimental analysis of the proposed cosmetic detection scheme
for face and iris biometrics. The robustness of the proposed scheme against the presence of makeup
and contact lens is tested using the experiments. The YouTube makeup database (YMD) introduced
by Dantcheva et al. [12,24] is used to evaluate the performance of our proposed pipeline for face
makeup images. The database contains 151 Caucasian female subjects, with four samples per subject
(two samples before makeup and two samples after the makeup) that vary from subtle to heavy degree
of makeup. This study considers 600 images of 150 individuals to perform the experiments, including
300 makeup and 300 non-makeup images. The IIIT-Delhi Contact Lens (IIITD CL) [13] iris database
includes 6570 iris images of 101 subjects captured from both eyes variations of lens, including no
lens, transparent lens and colored texture lens, which was captured using two iris sensors. In order
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to evaluate the robustness of the proposed method for iris contact lenses, we construct a dataset
containing 100 individuals with six samples from left and right irises randomly. These six samples
include two samples without lens, two samples with transparent lens and two samples with colored
texture lens. In order to validate the performance of proposed scheme with cosmetics, the whole
databases of face and iris are divided into two equal sets as represented in Table 1.

Table 1. Total number of samples available for train and test datasets of face and iris biometrics.

Train Individuals
(No-Cosmetic/Cosmetic)

Test Individuals
(No-Cosmetic/Cosmetic)

Face Dataset 75 (150/150) 75 (150/150)
Iris dataset 50 (100/200) 50 (100/200)

In general, 75 individuals are used to construct the training dataset of the face, 50 individuals
to construct the training dataset of iris, while the rest of the individuals are used in the test dataset.
It should be stated that the individuals used to construct the training dataset are different to the
individuals used in the testing dataset for both biometrics. This study reports the performance of the
proposed cosmetic detector scheme and implemented methods in terms of the Classification Rate (CR)
and Total Error Rate (TER). The classification rate is the percentage of correct classified cosmetic and
non-cosmetic images, while the total error rate is the sum of FAR and FRR, which is equal to twice the
value of EER in one biometric system [30,31].

The first set of experiments examines the robustness of proposed cosmetic detector and other color,
shape and texture descriptors implemented in this study, such as LBP, L-Gabor, color moments and
their global and local variations. Table 2 analyzes the performance of face biometrics in the presence
of cosmetics, while SVM is used as the classifier. The best classification and total error rates belong
to the proposed scheme detection scheme, which were 91.67% and 3.18%, respectively. On the other
hand, the investigation of results in Table 2 shows that applying the color moment extractors leads
to a classification rate improvement of 5.67% and 9.67% compared to the L-Gabor shape descriptor
and LBP texture descriptor. However, the overlapping results caused better improvement in terms of
classification rate and total error rate for color moments and the LBP texture descriptor.

Table 2. Classification and total error rates of different methods for face makeup detection.

Methods CR (%) TER (%)

LBP 60.00 11.02
L-Gabor 64.00 10.90

Color-Moments 69.67 9.52
Ov-Color-Moments 73.67 7.38

Ov-LBP 74.00 7.30
multiS-LBP (Global) 79.67 6.83

multiS-Ov-LBP (Local) 82.67 6.01
multiS-Ov-LBP +

Ov-Color-Moments 86.00 5.16

Proposed Scheme 91.67 3.18

Our analysis in Table 2 demonstrates that utilizing the microtexton information of local overlapped
regions of the multi-scale LBP texture descriptor along with the fused overlapped color moments can
improve the classification and total error rates of makeup detection for face images by 86.00% and
5.16%. Generally, the fusion of local and global overlapped features of shape, color and texture of face
images in an efficient system, such as the proposed system, can improve the detection and classification
rate for make-up. We also conducted the experiments to detect the iris cosmetics of transparent and
color texture contact lenses separately in Table 3.
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Table 3. Classification and total error rates of different methods for iris transparent and color contact
lens detection.

Methods
Transparent Contact Lens (Soft) Color Cosmetic Contact Lens (Texture)

CR (%) TER (%) CR (%) TER (%)

LBP 55.00 14.00 56.50 13.33
L-Gabor 58.50 13.56 58.50 13.04

Color-Moments 49.00 17.81 62.50 10.96
Ov-Color-Moments 50.05 17.01 64.50 9.62

Ov-LBP 62.50 11.39 66.00 9.02
multiS-LBP (Global) 62.50 11.00 67.50 8.93

multiS-Ov-LBP (Local) 66.50 9.98 71.00 8.57
multiS-Ov-LBP + Ov-Color-Moments 68.00 9.10 74.00 7.74

Proposed Scheme 71.50 8.83 78.50 6.80

The analysis in Table 3 demonstrates the superiority of the proposed method for cosmetic
detection specifically in the presence of color cosmetic contact lenses for both classification and
total error rates. The classification and total error rate of the proposed scheme in the transparent
contact lens dataset is 71.50% and 8.83%, respectively. In the color cosmetic contact lens dataset,
these values increase to 78.50% and 6.80%. The combination of the microtexton information of the local
overlapped regions of the multi-scale LBP texture descriptors with fused overlapped color moments
improved the cosmetic detection of soft and texture images as shown in Table 3. However, the most
interesting result is obtained when using the color moment descriptors. Color moments achieved better
detection rates for texture cosmetic lenses compared to L-Gabor shape and LBP texture descriptors.
However, in the transparent dataset, L-Gabor and LBP obtained higher detection rates. Additionally,
the overlapping and multi-scale LBP improves the classification for both transparent and texture
contact iris lenses. In order to show the effectiveness of our proposed cosmetic detection scheme,
we prepared a comparison with the state-of-the-art approaches using the datasets constructed in this
study in terms of classification rate, with the results shown in Table 4.

Table 4. Classification rates (%) for face and iris datasets using several state-of-the-art techniques.

Methods Face Makeup
Transparent
Contact Lens

(Soft)

Color Cosmetic
Contact Lens

(Texture)

HOG + SVM [17] 52.00 49.00 51.50
SIFT + SVM [17] 54.34 50.50 51.50
CCA + SVM [17] 63.00 60.00 57.00

CCA + PLS +SVM [32] 66.67 60.00 61.50
LBP + Gabor +GIST + EOH + Color-Moments + SVM [16] 87.00 58.50 63.00

LGBP + HOG + SVM [33] 91.34 70.67 76.00
Proposed Scheme 91.67 71.50 78.50

As shown in Table 4, the best classification rate is obtained using the proposed scheme for face
and iris cosmetics with improvements of 0.33%, 0.83% and 2.50% compared to the best classification
rates of state-of-the-art techniques. As described above, all the experiments in Table 4 have been
conducted on the same datasets used for evaluating the proposed method and therefore, the results
depend on the conditions that exist in these datasets.

In order to classify the images using the SVM classifier, this study applied the Radial Basis
Function (RBF) kernel function by iterative trials. The regularization constant and kernel width of
RBF function (C and γ) have been set to 1 and 2, respectively, during the experiments. The number
of eigenvectors used for the projection of images to reduce dimensions is set to L − 1, where L is
the number of individuals in each dataset. MATLAB R2009a on a 64-bit windows operating system
with Intel Core i5-5200U CPU at 2.20 GHz and 4.00 GB RAM is used to implement and perform
the experiments.
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5. Conclusions

In this paper, we present a novel cosmetic detection scheme for detecting makeup and contact
lenses. The proposed scheme fuses color-, shape- and texture-based features extracted from the face
and/or iris with cosmetics, before classification is conducted using a SVM classifier. In general,
a multi-scale local-global technique is used in this study to efficiently collect the microtexton
information of global and local primitives from faces and/or irises with makeup and contact lenses.
Therefore, we applied the L-Gabor shape descriptor in this paper to produce a set of Gabor filters and
consequently, the microtexton information of global and local primitives is extracted using Ov-LBP.
Additionally, in order to collect the color-based information of images with cosmetics, the present
work computes the overlapped color moments of face and iris images using the proposed scheme.
This present work provides the first common scheme applied for both face and iris traits with makeup
and texture/soft lenses, which fuses the advantages of color, shape and texture patterns to efficiently
detect spots, flat areas, edges, edge ends, curves and colors. The experimental results of the proposed
scheme demonstrated the robustness of our biometric system compared to the state-of-the-art methods
implemented in this study. The proposed scheme obtained classification rates of 91.67% for facial
makeup detection in addition to 71.50% and 78.50% for the detection of transparent and color cosmetic
contact lenses, respectively.

Author Contributions: The authors performed the experiments and analyzed the results together. Introduction,
cosmetic detection algorithms and proposed scheme sections have been written by Omid Sharifi; while experimental
results and conclusion sections have been written by Maryam Eskandari.
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