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Abstract: Retinal blood vessel segmentation influences a lot of blood vessel-related disorders such as
diabetic retinopathy, hypertension, cardiovascular and cerebrovascular disorders, etc. It is found
that vessel segmentation using a convolutional neural network (CNN) showed increased accuracy in
feature extraction and vessel segmentation compared to the classical segmentation algorithms. CNN
does not need any artificial handcrafted features to train the network. In the proposed deep neural
network (DNN), a better pre-processing technique and multilevel/multiscale deep supervision (DS)
layers are being incorporated for proper segmentation of retinal blood vessels. From the first four
layers of the VGG-16 model, multilevel/multiscale deep supervision layers are formed by convolving
vessel-specific Gaussian convolutions with two different scale initializations. These layers output the
activation maps that are capable to learn vessel-specific features at multiple scales, levels, and depth.
Furthermore, the receptive field of these maps is increased to obtain the symmetric feature maps
that provide the refined blood vessel probability map. This map is completely free from the optic
disc, boundaries, and non-vessel background. The segmented results are tested on Digital Retinal
Images for Vessel Extraction (DRIVE), STructured Analysis of the Retina (STARE), High-Resolution
Fundus (HRF), and real-world retinal datasets to evaluate its performance. This proposed model
achieves better sensitivity values of 0.8282, 0.8979 and 0.8655 in DRIVE, STARE and HRF datasets
with acceptable specificity and accuracy performance metrics.

Keywords: deep neural network; fully convolutional neural network; holistically-nested edge
detection; vessel segmentation; supervised; patch; retina; diabetic retinopathy

1. Introduction

Retinal blood vessel disorders hinder the vision of diabetic patients. With an unusual increase
in the number of patients with vision impairments [1], the need for periodic eye checkups has risen
tremendously. Due to there being very few ophthalmologists, screening each and every eye is difficult.
Hence automatic supervised procedures are a boon in this particular field [2,3]. For the past two
decades, researchers have been working on the segmentation of blood vessels to screen out many
diseases that influence the blood vessels. Tortuous blood vessels in the retina confirm the presence
of diabetic retinopathy (DR) [4], hypertension, cerebral vessel disorders [5], ischemic heart disease,
and stroke. Neovascularization [6], a severe stage of DR, causes more new blood vessels to grow.
These vessels lack the bifurcation pattern, rigidness, and integrity that bleed with fewer traumas.
Hypertensive retinopathy is distinguished by arteriovenous crossings and artery width [7]. Retinal
telangiectasia [8], a macular disease causes the tiny blood vessels around the fovea to leak or become
dilated. Also, the arteriovenous ratio and crossing provide information on a lot of vessel-related
disorders [9]. Moreover, the vessels are removed for glaucoma detection [10–12].

Segmentation of blood vessel structures has improved greatly with a lot of emerging
approaches [13]. Morphological processing segments the blood vessel structures but the combination
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with other methods is necessary to obtain accurate results [14]. Matched filtering approaches are unable
to segment vessels at the region of pathologies, central reflex and low contrast [15–19]. Information
obtained from multiple scales was able to segment vessels but it could not detect low contrast thin
vessels [20–23]. Region growing methods also proved to be a useful technique in vessel segmentation
but expertise is needed in vessel seed point setting and in the formulation of a stopping rule [24–26].
Over-segmentation occurs when the input is noisy and is also a hugely time-consuming method. Active
contour model-based approaches are independent and self-adjusting in their search and their accuracy
depends on contour fitting [27–29]. Pattern recognition-based methods include both unsupervised and
supervised algorithms to accurately segment the vessels. Although unsupervised methods do not
need prior knowledge about the segmentation and are fast to run [30,31], it takes time to interpret the
results correctly. Supervised methods require a lot of features and expertise to accurately segment the
blood vessels [32–37]. Supervised learning algorithms based on deep convolutional neural networks
(CNN) show utmost robustness and efficiency in segmenting the blood vessels. Unlike any supervised
approach which relies on artificial handcrafted features, the deep neural network (DNN) is capable of
learning the features by itself with the help of convolutional layers.

In DNN, during the training phase, the network rather learns from scratch or uses the concept
of transfer learning to restructure the existing CNN models and fine-tune them for more relevant
applications. A five-stage DNN using autoencoder was able to transform an input RGB retinal patch
into blood vessel map by providing predictions at each pixel in the patch [38]. It segments even fine
vessels and works perfectly in the presence of pathologies. Liskowski and Krawiec trained a CNN
using the fundus image patches that are preprocessed using zero-phase whitening, global contrast
normalization, and gamma corrections [39]. Testing on the retinal datasets showed reduced vessel
misclassification and central vessel reflex problems. A patch input-based DNN with a probabilistic
tracking framework is proposed to segment the blood vessels [40]. It provides more information about
the vessel tree.

With the patch image as input to the CNN, training and prediction efficiency is degraded, but
with the fully convolutional neural network (FCN) where the entire image is used for training and
prediction, speed and efficiency are increased. FCN inspired by holistically-nested edge detection
(HED) [41], is combined with fully connected conditional random fields (CRF) to obtain binary vessel
segmentation [42]. Similarly, Maninis et al. proposed a deeply supervised FCN that performs both
optic disc and retinal blood vessel segmentation efficiently [43]. Mo and Zhang proposed a deeply
supervised multilevel FCN for segmenting the blood vessels more robustly [44]. Zhou et al. used
pairwise features learned from fine vessels together with the unary features from patch input CNN as
a feature extractor [45]. The extracted features are given to the dense CRF for vessel segmentation.
A label-free DNN was proposed to avoid the ground truth labels for training [46]. Here, with prior
knowledge of the domain, an artificial dataset was developed with basic line segments. Another
efficient three-stage network model is proposed that segments the thick and thin vessels separately
and further fuses them to get complete vessel segmentation [47]. This segmentation performs better
but it has a complex, long structure which takes a lot of time and effort.

For appropriate blood vessel segmentation, this paper uses a DNN with the following contributions.

• A better pre-processing approach that highlights the blood vessels;
• Incorporation of multilevel and multiscale deep supervision (DS) networks that can dive deep

into the final layers of the four convolutional layers with two different scale initializations i.e.,
0.001 and 0.0002;

• Furthermore, the receptive field of this multilevel and multiscale deep supervision (DS) network
is increased to refine and localize the blood vessels. Therefore, the probability map obtained
consists clearly of blood vessels with fewer false predictions.
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The following Section 2 provides the datasets and the methodologies used. Section 3 provides the
results obtained and validation of the proposed DNN model. Section 4 discusses the proposed model,
results and explains its future scope. Section 5 ends with the conclusion.

2. Materials and Methods

The proposed network is trained using the images in the Digital Retinal Images for Vessel
Extraction (DRIVE) [48] and STructured Analysis of the Retina (STARE) [49] retinal datasets. The
trained network is tested using the images provided in the DRIVE, STARE, High-Resolution Fundus
(HRF) [50] and real-world datasets. DRIVE dataset has been isolated into test and training set, both
containing 20 images of size 565 × 584 with its ground truth. The STARE dataset contains 20 images of
size 700 × 605 for blood vessel segmentation along with its ground truth. Therefore, 10 images are
used for training and the remainder for testing. For additional justification of the proposed model, the
proposed DNN is also tested on HRF. It consists of 15 retinal fundus images obtained from Diabetic
Retinopathy patients together with its vessel segmented ground truth images. Other than the common
datasets, a real-world dataset obtained from Mulamoottil Eye Hospital, Kerala, India, is also used to
test the robustness of the proposed DNN model.

2.1. Proposed Preprocessing

Preprocessing generally makes the input more suitable for a specific application. Particularly in
deep learning, preprocessing is undertaken to reduce the intensity range and highlight the region of
interest. Reduction in intensity range reduces the computational overhead during training. The most
common preprocessing technique used is mean value subtraction on the RGB plane for the entire input
image dataset. Even though it reduces the intensity range, this method is not problem specific i.e., it
darkens certain blood vessel regions in the dataset used for training. It can be seen clearly in Figure 1.
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Figure 1. Pre-processed images obtained from retinal datasets.

Hence, a new preprocessing method is implemented in this paper. Instead of using the conventional
RGB plane, this paper uses three different planes. The first plane is the green plane. The second plane
is obtained by applying Contrast Limited Adaptive Histogram Equalization (CLAHE) [51] on the green
plane. The third plane is the linearized green plane after removing gamma corrections. Finally, the
intensity range of all the three planes is reduced to half and concatenated to form the preprocessed
image. As shown in Figure 1, the preprocessed images have almost half the intensity range and visibly
highlighted blood vessel sections in comparison to mean value subtracted images. The superiority of
this preprocessing approach is discussed in Section 4.
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2.2. Proposed Multilevel/Multiscale Deep Neural Network (DNN)

In this paper, the proposed multilevel/multiscale DNN as depicted in Figure 2 performs a complete
image–image regression.Symmetry 2019, 11, x FOR PEER REVIEW 4 of 23 
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Figure 2. Proposed deep neural network (DNN) model for retinal blood vessel segmentation.
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Transfer learning helps to use the models pre-trained on a large scale dataset that is similar to the
segmentation problem. Instead of developing a new model from scratch to solve a similar problem
with a few input medical data, pre-trained model weights serve as a starting point. Transfer learning
optimizes the learning process, saves time and improves the performance. Smaller learning rates are
used to slowly vary the pre-trained model weights during training.

Due to the lack of an enormous amount of medical data for training, this DNN uses the initial
4 stages of VGG-16 that is already pre-trained on large-scale datasets for transfer learning [52]. Further,
it is fine-tuned for blood vessel feature extraction. In this fine-tuning phase, multilevel and multiscale
DS layers are incorporated to eliminate false segmentation by using deeply learned features from
multiple levels/scales during training. Furthermore, the receptive field of view of DS layers is increased
to localize vessel features and clearly segment the blood vessels. It is explained in more detail in the
following subsections.

2.2.1. Base Network

The first four convolutional stages of a fully convolutional VGG-16 architecture are chosen as the
initial stages of the proposed DNN model. These stages consist of the convolutional layers, rectifier
linear units (ReLU) and the pooling layers. Since VGG-16 network learns fine to coarse features as
it moves from one stage to another, more coarse features are not necessary for vessel segmentation.
Hence the remaining convolution layers are excluded from the VGG-16 network.

Convolutional layers are the prominent building blocks in any DNN model. Here in Figure 2
which shows the entire block diagram of the proposed DNN model, these four convolutional blocks are
depicted in blue, pink, green and purple. It consists of a set of learnable filters that extends throughout
the depth of the input image. These set of filters will get activated to detect certain structures such as
small edges in lower stages to patterns in the higher stages. Hence the network learns quite a number
of features and produces feature maps at every filter output. Here, the filters in all the four stages of
convolution layers consist of 3 × 3 kernel sizes with a padding of 1. The weights in these filters are
initialized with Xavier initialization. First two stages consist of two separate convolution layers each
and the remaining two stages consist of three separate convolution layers each. 64, 128, 256 and 512 are
the number of feature maps from the first, second, third and last convolutional layers respectively. The
width, height and depth parameters of the images and activation maps in the DNN are shown within
brackets in Figure 2. The input image size is [562 562 3] i.e., width and height is 562 with a depth of 3.

ReLU is the activation function used at the end of every convolution layer. f (x) = max(0, x) is the
activation function used by the neurons in the rectangular convolution grids. This adds non-linearity
in the network which accelerates the convergence of stochastic gradient descent (SGD), unlike the
conventional linear activation functions.

Max pooling layer downsample the activations obtained from the first three stages of convolutional
layers. It is performed by applying a max filter with a stride of 2. It provides translational invariance
as well as helps in reducing the computational overhead by reducing the learning parameter count.
The image size is reduced to half in width and height as depicted in Figure 2. Max pooling yields
better results than average pooling as discussed in [53]. For the identification of cerebral anomalies, a
newer approach termed as stochastic pooling which takes additional activations in comparison to a
maximum or average activations is proposed [54].

2.2.2. Deep Supervision (DS_1) Layer

All the four stages of the network contribute useful information about the blood vessels. Therefore,
instead of focusing on the final stage activations, this paper aims to look deep into the activations in all
four stages. It is evident that the blood vessels in the fundus image follow a Gaussian distribution as
shown in Figure 3b. The width of the vessels generally varies from 0.5σ to 2σ values.
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Figure 3. (a) Cross section of vessel highlighted, (b) Gaussian profile of the cross section.

Therefore, the convolution layers with Gaussian kernels are used to extract useful blood vessel
information. It has been observed that the selection of standard deviation values for the Gaussian
kernel directly influence the segmentation of blood vessels. Choice of extreme values (0.1, 0.5, 1.0, 2,
etc.) results in activation outputs that are exponentially increasing in magnitude eventually leading to
the exploding gradient problem. This makes the network unable to train. On the contrary, the selection
of too small values computes small gradients thereby making the training process very slow.

Therefore, the DS_1 layer is developed by performing eight vessel-specific convolutions on every
stage/level of activations using a Gaussian kernel with an initial standard deviation initialization of
0.001. After initializing the first stage 8 vessel-specific convolutions with a standard deviation of 0.001,
second, third and final stage standard deviations are set to 0.003, 0.005 and 0.007 values respectively.
This combination of scales is found to be efficient in extracting the blood vessel features (vessels with
varying sigma values i.e., varying vessel widths) using trial and error method. The kernel size is
selected as 3 × 3 for all the eight Gaussian vessel- specific activations. This 3 × 3 kernel is sufficient to
generate appropriate feature maps with reduced computational power.

As a result of performing convolutions on the final activations of all four stages, eight new
vessel-specific feature maps are obtained from all four stages. In Figure 2 blue arrows depict the eight
vessel-specific feature maps obtained from multiple levels. In order to depict the activations obtained
from the chosen scales, the eight vessel-specific feature maps are individually combined by taking the
argument of maxima of their output activations. It is shown in Figure 4. All four layer activations
provide a portion of information about the varied blood vessel widths. In Figure 4, all the blood vessel
sections standout in comparison to the background structures. Conv4_3 (8) is able to gather vessels of
large widths in contrast to that of conv1_2 (8) which highlights small and thin vessel sections. The
convolution layers learn fine to coarse information as they progress along the stages.
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the four convolution layers.

Therefore 8 × 4 = 32 vessel-specific activation maps are formed. These 32 feature maps are of
varied size except those obtained from the first convolution layer because of bilinear interpolations.
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Hence, the remaining vessel-specific feature maps are cropped to the input image size and concatenated.
This concatenation of 32 vessel-specific feature maps forms the multilevel/multiscale DS_1 layer. It
contains blood vessel features obtained from multiple levels/scales.

2.2.3. Deep Supervision DS_2 Layer

Similar to the DS_1 layer, the DS_2 layer is introduced by changing the scale i.e., standard deviation
initialization to 0.0002 in the Gaussian convolution. Here also convolution is performed on the four
stages/levels but the number of the resulting activation map is set to 16. Since we need to cover all the
blood vessels that are of varied size, we change the standard deviations to 0.0004, 0.0006 and 0.0008
for the second, third and fourth 16 vessel-specific Gaussian convolutions. Sixteen activation maps
are selected as the output from every final convolution layer. Also since deep learning parameters
are generally chosen in powers of 2, therefore DS_1 output activation is set to 8 (23) and DS_2 output
activation is set to 16 (24). Also after experimenting with other combinations in powers of 2, it is found
that this (8, 16) combination of deeply supervised activation outputs is efficient (with minimal output
size, lesser computation, and fewer learning features).

Hence a total of 16 × 4 = 64 vessel-specific feature maps are obtained. These 64 feature maps are
also cropped to the input image size and concatenated to form the second DS layer. The pink arrows
in Figure 2 show the 16 vessel-specific activations obtained from the four convolutional layer stages.
Similarly, the argument of maxima of the 16 vessel-specific activations from all the four convolution
stages for the chosen scales is shown in Figure 5. The Gaussian kernels that perform the vessel-specific
convolutions are kept to the nominal 3 × 3 sizes to reduce computational complexity and increase
the efficiency. In Figure 5, the blood vessel regions are highlighted and the four 16 vessel-specific
convolution covers all the blood vessels with varying widths. The vessel widths left out by DS_1
composition are picked up by DS_2 composition and vice versa.
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Finally, a 32-feature map concatenation and a 64-feature map concatenation is the resulting
outcome that has successfully learned blood vessel features by capturing all the possible blood vessel
structures at multiple scales and levels. Therefore, this DS_1 and DS_2 combination can be seen as
multilevel/multiscale DS layers capable to deeply learn the blood vessel structures with varied sizes at
all levels.

Computational parameters involved in the formation of DS_1 and DS_2 layers are computed
as follows: The expression to calculate the parameters (weights) in a layer in CNN is expressed in
Equation (1)

Parameter# = (kw× kh× i + 1) × o (1)

where kw and kh represent the kernel width and height. i and o represent the input and output feature
map count respectively.

DS_1 layer parameters = (3 × 3 × 32 + 1) × 32 = 9248
DS_2 layer parameters = (3 × 3 × 64 + 1) × 64 = 36,928
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This parameter count is minimal and so the computational complexity becomes much less for the
efficient formation of both the deep supervision layers DS_1 and DS_2.

Table 1 summarizes the step by step procedure involved in the formation of DS_1 and DS_2 layers.
The vessel-specific activations, except that obtained from conv1_2, are upsampled by performing a
bilinear interpolation and cropped to the input image size. Then it is concatenated to form DS_1 and
DS_2 layers.

Table 1. Formation of deep supervision (DS) layers.

Formation of DS_1
Layer

Size [Width, Height,
Depth]

Formation of DS_2
Layer

Size [Width, Height,
Depth]〈

[Conv1_2]8
〉〈

[Conv2_2]8&[DeConv2_2]8
〉〈

[Conv3_3]8&[DeConv3_3]8
〉〈

[Conv4_3]8&[DeConv4_3]8
〉

〈
[562 562 8]

〉〈
[564 564 8]

〉〈
[568 568 8]

〉〈
[576 576 8]

〉
〈
[Conv1_2]16

〉〈
[Conv2_2]16&[DeConv2_2]16

〉〈
[Conv3_3]16&[DeConv3_3]16

〉〈
[Conv4_3]16&[DeConv4_3]16

〉
〈
[562 562 16]

〉〈
[564 564 16]

〉〈
[568 568 16]

〉〈
[576 576 16]

〉

Crop

〈
[562 562 8]

〉〈
[562 562 8]

〉〈
[562 562 8]

〉〈
[562 562 8]

〉 Crop

〈
[562 562 16]

〉〈
[562 562 16]

〉〈
[562 562 16]

〉〈
[562 562 16]

〉
Concatenate (DS_1) [562 562 32] Concatenate (DS_2) [562 562 64]

2.2.4. Increase in the Receptive Field of View of DS Layers

It has been observed that a direct concatenation and convolution of the learned feature maps
obtained from multiple levels/scales degrades the quality of the output vessel probability map. Hence,
to obtain the blood vessels properly, this paper convolves DS_1 and DS_2 separately to get a proper
vessel probability map. Moreover, by experimentation, it is observed that further increase in the
receptive field by adding two more convolutions on top of the DS_1 and DS_2 output feature maps
increases the receptive field of view of the obtained feature maps. For example, a single pixel/neuron
in the 5 × 5 activation map shown as a cross mark in Figure 6 is able to look at every 5 × 5 region in the
9 × 9 image. This increases the receptive field vision to learn deeper localized vessel structures more
similar to the ground truth segmentation.

The two successive Gaussian convolutions termed as Conv1_DS_8/16 and Conv2_DS_8/16 layer
use Gaussian kernels with optimal standard deviation 0.001 value and a padding of 1. Here also
the standard deviation value is found to influence the proper segmentation of blood vessels. More
Gaussian convolutions on top of Conv2_DS_8/16 gives rise to exploding gradients. Hence we limited
the convolutions till Conv2_DS_8/16. The resulting feature maps are further convolved with 1 × 1
convolution kernels to get two single plane outputs namely sp1 and sp2 having a similar size as the
input image. The dimensions of these two single plane outputs are symmetric after the receptive field is
increased for multilevel/multiscale deep supervision layers. These symmetrical planes consist of refined
blood vessel features. Finally, the proposed multilevel/multiscale DNN model outcome is obtained by
concatenating both the single plane outputs and performing a 1 × 1 convolution on the concatenated
feature maps. The output vessel probability map has improved blood vessel segmentation.

After convergence of the model during multiple iterations using SGD, it is observed that the
multilevel/multiscale DS layers along with its increase in the receptive field can learn more blood vessel
features in comparison to those without an increase in the receptive field of the feature maps obtained.
This is discussed in more detail in Section 4. All the layers in the proposed DNN along with its size are
summarized in Table 2.
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Figure 6. A pictorial view of the increase in receptive field size with 3 × 3 filters and no padding on a
9 × 9 input.

Table 2. Layers in the proposed DNN with their respective sizes, number of activation maps and weights.

Layers in the Proposed
DNN

Output Size [Width,
Height, Depth]

Activation
Maps Parameters (Weights)

Input image [562 562 3] 3 planes

Conv 1_1 [562 562 64] 64 (3 × 3 × 3 + 1) × 64 = 1792

Conv 1_2 [562 562 64] 64 (3 × 3 × 64 + 1) × 64 = 36,928

Max pooling [281 281 64] 64 0

Conv 2_1 [281 281 128] 128 (3 × 3 × 64 + 1) × 128 = 73,856

Conv 2_2 [281 281 128] 128 (3 × 3 × 128 + 1) × 128 = 147,584

Max pooling [141 141 128] 128 0

Conv 3_1 [141 141 256] 256 (3 × 3 × 128 + 1) × 256 = 295,168

Conv 3_2 [141 141 256] 256 (3 × 3 × 256 + 1) × 256 = 590,080

Conv 3_3 [141 141 256] 256 (3 × 3 × 256 + 1) × 256 = 590,080

Max pooling [71 71 256] 256 0

Conv 4_1 [71 71 512] 512 (3 × 3 × 256 + 1) × 512 = 1,180,160

Conv 4_2 [71 71 512] 512 (3 × 3 × 512 + 1) × 512 = 2,359,808

Conv 4_3 [71 71 512] 512 (3 × 3 × 512 + 1) × 512 = 2,359,808

DS_1 layer [562 562 32] (8 × 4 = 32)
[(3 × 3 × 64 + 1) × 8 + (3 × 3 × 128 + 1) × 8 +

(3 × 3 × 256 + 1) × 8 + (3 × 3 × 512 + 1) × 8] =
69,152

DS_2 layer [562 562 64] (16 × 4 = 64)
[(3 × 3 × 64 + 1) × 16 + (3 × 3 × 128 + 1) × 16 +
(3 × 3 × 256 + 1) × 16 + (3 × 3 × 512 + 1) × 16] =

138,304

Conv1_DS_8/16 layer [562 562 32/64] 32/64 (3 × 3 × 32 + 1) × 32 = 9248/3 × 3× 32 + 1) × 64
= 18,496

Conv2_DS_8/16 layer [562 562 32/64] 32/64 (3 × 3 × 32 + 1) × 32 = 9248/3 × 3 × 32 + 1) × 64
= 18,496

sp1/sp2 [562 562 1/1] 1/1 (1 × 1 × 32 + 1) × 1 = 33/(1 × 1 × 64 + 1) × 1 = 65

Final 1 × 1 conv output [562 562 1] 1 (1 × 1 × 2 + 1) × 1 = 3



Symmetry 2019, 11, 946 10 of 23

2.3. Input Image Augmentation

The training images from DRIVE and STARE are used as the base for image augmentation. These
30 images are initially cropped to the image size of 562 × 562. The input images to the network are
augmented using the following transformations.

• Preprocessing the image using the method described in Section 2.1;
• Rotation of the image to 15 different angles;
• Flipping every rotated image;
• Cropping the region of interest in the rotated and flipped images;
• Scaling the rotated and flipped input image to 0.5 and 1.5, respectively.

Hence we get a total of 2880 images. Ground truth labels are also augmented exactly similar to
the input.

2.4. Loss Function and Optimization

Back-propagation is an important technique used to train the DNN. It back-propagates the errors
also named as loss function while training the network. Using optimization algorithms such as gradient
descent, which finds the minimum of a function, the errors are minimized during training.

Let the augmented input dataset be denoted as A. This is expressed in Equation (2)

A =
{
(Pn, Qn), n = 1, 2, . . . , N

}
. (2)

where Pn is the input dataset with an image of size 562 × 562. Qn is the corresponding binary ground
truth label of the input. Qn is given in Equation (3). N refers to the total number of input training
images i.e., 2880 images.

Qn =
{
q(n)j , j = 1, 2, . . . ,

∣∣∣Pn

∣∣∣} (3)

The objective function is denoted as Lobj(Wp). It is expressed in Equation (4).

Lobj(Wp) = αL(Wp) (4)

where α is the learning rate and L(Wp) is the loss function. Class balancing cross entropy loss function
is chosen for training the proposed network. This loss is chosen since more than 80% of pixels are the
background while the remaining are the vessel pixels. Let Wp denote the weights of all the regular
network layer parameters that are used for backpropagation. After dropping the subscript n in Pn and
Qn, the loss function L(Wp) is calculated for all pixels in the training image and the segmented vessel
ground truth. The loss function L(Wp) is expressed in Equation (5).

L(Wp) = −β
∑
j∈Q+

log Pr
(
q j = 1|P; Wp

)
− (1− β)

∑
j∈Q−

log Pr(q j = 0|P; Wp), (5)

β =
|Q−|
|Q|

; 1− β =
|Q+|

|Q|
, (6)

where β is used to handle the imbalance caused by the severe bias of vessel and non-vessel pixels.
|Q+| and |Q−| denotes the foreground and background ground truth label sets respectively. Pr(·) in
Equation (5) is obtained by applying a sigmoid function to the activations of the final 1 × 1 convolution
layer. The SGD solver is adopted to minimize the objective function. SGD iteratively updates the
weight parameters toward the direction of the gradient of the loss function until the minimum is
reached. It helps to obtain a robust vessel probability map.
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3. Results

The proposed DNN network is implemented using the Convolutional Architecture for Fast Feature
Embedding (CAFFE) [55] framework.

3.1. Training

A pre-trained 5-stage VGG-16 model is used as the initial CAFFE model to load the base weights
for fine-tuning. On top of this VGG model, both DS layers and additional convolutional layers are
added to learn vessel-specific features to converge the network for vessel segmentation. Augmented
data is used to train the model. In this fine-tuning phase, we set the following parameters. Iteration
size is set to 16, the batch size is set to 1, the learning rate is set to 10−8, weight decay is set as 0.0002
and momentum as 0.9 with an iteration count of 18,000. The proposed DNN model is trained and
tested using Quadro M4000 GPU. SGD solver is used to optimize the weights in the network. CAFFE
accumulates gradients over iteration size × batch size. To complete one epoch, this network takes
180 iterations (i.e., total no. of images/(iteration size × batch size)).

3.2. Testing

After the generation of the trained CAFFE model at the 18,000th iteration, it was tested on 20 test
images from DRIVE and 10 test images from STARE. The results are vessel probability maps. It is
further thresholded using Otsu thresholding to get the binary blood vessel segmented image.

The segmented results are compared against its corresponding ground truth images using the
performance evaluation measures. Evaluation measures include sensitivity (SN), specificity (SP) and
accuracy (Acc). SN is the ability of the algorithm to detect the vessel pixels. SP is the ability of the
algorithm to detect non-vessel pixels. Acc refers to the proportion of identified vessel pixels which are
true vessel pixels. Computation of SN, SP, and Acc are given in Equations (7)–(9). Ideally, SN, SP,
and Acc values should be high. Area under the curve (AUC) is an important quantitative measure
that is obtained from the receiver operating characteristic (ROC) curves. ROC curves are plotted
against the true positive rate (sensitivity) and false positive rates (1-specificity) by manipulating the
threshold values of the obtained probability maps that are used to obtain the binary segmentation. For
AUC computation the pixels inside the field of view (FOV) are considered for the DRIVE, STARE and
HRF datasets.

SN =
TP

TP + FN
(7)

SP =
TN

TN + FP
(8)

Acc =
TP + TN

TP + FN + TN + FP
(9)

where TP, TN, FP, and FN refer to true positive, true negative, false positive and false negative
values respectively.

Two random test images from both the DRIVE and STARE with their corresponding vessel
probability maps, binary segmentation as well as the ground truth images are depicted in
Figures 7 and 8. It is visible from the binary segmentation of Figures 7 and 8 that it more likely resembles
the ground truth images except for some missing tiny blood vessels. In Figure 7, the accuracy of the
binary segmentation is 0.9617 and 0.9579 respectively. In Figure 8, the accuracy of the segmentation is
0.9617 and 0.9631 for STARE. Hence in future, work is targeted towards the incorporation of a robust
binary segmentation in the DNN model.
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Figure 7. Blood vessel segmentation results obtained using the proposed DNN model in the Digital
Retinal Images for Vessel Extraction (DRIVE) dataset.

Symmetry 2019, 11, x FOR PEER REVIEW 12 of 23 

 

 

Figure 7. Blood vessel segmentation results obtained using the proposed DNN model in the Digital 

Retinal Images for Vessel Extraction (DRIVE) dataset. 

 

Figure 8. Blood vessel segmentation results obtained using the proposed DNN model in the 

STructured Analysis of the Retina (STARE) dataset. 

Figure 9 shows the vessel segmentation results obtained on the HRF dataset. Though HRF 

images are not used while training the model, testing the model on HRF dataset gave very good SN, 

SP and Acc values of 0.8655, 0.8523 and 0.8531 respectively. The worst case segmentation in HRF 

dataset has an accuracy value of 0.8330. In Figure 9, the Acc values are 0.8575 and 0.8238 respectively. 

The average AUC value for HRF is also computed as 0.9450. 

Input image from the 

DRIVE Dataset 

Obtained vessel 

probability map 

Binary  

segmentation 

Ground truth 

    

    

 

Input image from the 

STARE Dataset 

Obtained vessel  

probability map 

Binary  

segmentation 

Ground truth 

    

    

 Figure 8. Blood vessel segmentation results obtained using the proposed DNN model in the STructured
Analysis of the Retina (STARE) dataset.

Figure 9 shows the vessel segmentation results obtained on the HRF dataset. Though HRF images
are not used while training the model, testing the model on HRF dataset gave very good SN, SP and
Acc values of 0.8655, 0.8523 and 0.8531 respectively. The worst case segmentation in HRF dataset has
an accuracy value of 0.8330. In Figure 9, the Acc values are 0.8575 and 0.8238 respectively. The average
AUC value for HRF is also computed as 0.9450.
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Figure 9. Blood vessel segmentation results obtained using the proposed DNN model in the
High-Resolution Fundus (HRF) dataset.

Also, a real-world dataset obtained from the Mulamoottil Eye Hospital has also been used for
testing the performance of the proposed DNN model. The input image and the vessel probability map
obtained for both the normal and abnormal images are shown in Figure 10. As marked in Figure 10,
our model is able to screen out the blood vessel regions that are completely invisible to the naked eye.
Therefore, it can specifically aid the ophthalmologist in proper blood vessel structure recognition. The
pathological regions are not falsely segmented along with blood vessels as seen in Figure 10.
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Figure 10. First row depicts the real-world retinal images and the second row shows the corresponding
blood vessel probability maps obtained using the proposed DNN model.
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3.3. Qualitative Analysis

To assess the blood vessel segmented images qualitatively, the results of the proposed
multilevel/multiscale DNN is compared with other popular supervised learning approaches. It
is shown in Figure 11 along with the original image and the ground truth images.
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Figure 11. Qualitative analysis of the blood vessel segmented results in DRIVE, STARE and HRF datasets.

In Figure 11, the first two row results are taken from DRIVE, the next two rows from STARE and
the last row from HRF respectively. From Figure 11, the results obtained by Liskowski and Krawiec [39]
segment the blood vessels more similarly to the ground truth but include a lot of background structures.
Three stage segmenter [47] performs well in segmenting the thin vessels as shown in Figure 11.
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Multilevel FCN [44] uses information from multiple levels but still misses out the thin vessels during
segmentation. Even though ground truth information was not used while training, this method was
able to segment the vessels [46]. Eventually, it misses out a lot of vessels and it is tested only on DRIVE
dataset. Dense conditional random forest (CRF) model which uses CNN as a feature extractor [45]
segments the blood vessels but the segmentation contains disjoint vessel sections. A cross-modality
autoencoder is unable to segment blood vessels that are present in the cluttered background [38].
Segmentation of blood vessels by the fully connected CRF [34] is inefficient to clearly segment the
blood vessel structures compared to the deep learning approaches. The proposed multilevel/multiscale
DNN segments most of the blood vessel sections efficiently but misses some of the thin vessels as
shown in Figure 11. The highlighted blood vessels using the proposed preprocessing greatly aids in
segmenting the vessels present in the cluttered background or ambiguous regions.

3.4. Quantitative Analysis

The performance metrics are compared against the prominent existing methods and with the
recent deep learning methods. It is tabulated in Table 3.

Table 3. Comparison of performance metrics for various methods in DRIVE and STARE.

Method Author/Year/Ref. Metrics Obtained from DRIVE Dataset Metrics Obtained from STARE Dataset

SN SP Acc AUC SN SP Acc AUC

Ophthalmologist 0.7763 0.9723 0.947 - 0.8951 0.9384 0.9348 -

Matched filter
Chakraborti et al. (2014) [17] 0.7205 0.9579 0.9370 0.9419 0.6786 0.9586 0.9379 -

Singh, Srivatsava (2016) [18] 0.7594 0.9708 0.9522 0.9287 0.7939 0.9376 0.9270 0.9140

Multi-scale
approach

Saffarzadeh et al. (2014) [22] - - 0.9387 0.9303 - - 0.9483 0.9431

Zhang, Fisher, et al. (2015) [23] 0.7812 0.9668 0.9504 - - - - -

Region
growing
method

Lazar and Hajdu (2015) [25] 0.7646 0.9723 0.9458 - 0.7248 0.9751 0.9492 -

Roychowdhury et al.
(2015) [26] 0.739 0.978 0.949 0.967 0.732 0.984 0.956 0.967

Active contour
model

Zhao, Rada, et al. (2015) [28] 0.742 0.982 0.954 0.862 0.780 0.978 0.956 0.874

Zhao, Zhao, et al. (2017) [29] 0.782 0.979 0.957 0.886 0.789 0.978 0.956 0.885

Unsupervised
method

Kande et al. (2010) [30] - - 0.8911 0.9518 - - 0.8976 0.9298

Allen et al. (2011) [31] - - 0.9342 - - - -

Supervised
method

Aslani and Sarnel (2016) [35] 0.7545 0.9801 0.9513 0.9682 0.7556 0.9837 0.9605 0.9789

Zhang, Chen, et al. (2017) [36] 0.7861 0.9712 0.9466 0.9703 0.7882 0.9729 0.9547 0.9740

Deep learning
method

Li et al. (2016) [38] 0.7569 0.9816 0.9527 0.9738 0.7726 0.9844 0.9628 0.9879

Liskowski and Krawiec
(2016) [39] 0.7520 0.9806 0.9515 0.9710 0.8145 0.9866 0.9696 0.9880

Fu et al. (2016) [42] 0.7294 - 0.947 - 0.714 - 0.9545 -

Maninis et al. (2016) [43] 0.9497 0.9377 0.9386 0.9862 0.9403 0.9552 0.9543 0.9748

Mo and Zhang (2017) [44] 0.7779 0.9780 0.9521 0.9782 0.8147 0.9844 0.9674 0.9885

Zhou et al. (2017) [45] 0.8078 0.9674 0.9469 - 0.8065 0.9761 0.9585 -

Chen (2017) [46] 0.7426 0.9735 0.9453 0.9516 0.7295 0.9696 0.9449 0.9557

Yan et al. (2018) [47] 0.7631 0.9820 0.9538 0.9750 0.7735 0.9857 0.9638 0.9833
Proposed method 0.8282 0.9738 0.9609 0.9786 0.8979 0.9701 0.9646 0.9892

Matched filtering approaches using Gaussian kernels have very low accuracy and AUC values.
Matched filter kernels respond to both the vessel and non-vessel structures thereby reducing their
performance [17,18]. Although multiscale approaches selectively use multiple scales to extract all the
useful vessel information, they could not improve the accuracy in vessel segmentation [22,23]. Region
growing method has improved AUC values such as 0.967 for both DRIVE and STARE because of the
novel stopping criteria [26]. However, this method could reach a maximum accuracy of 0.949 in DRIVE
and 0.956 in STARE respectively. Active contour models fit the curves to the vessel boundaries but
it is a complex task to deform the curve structures. These methods have very low SN, SP, Acc and
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AUC values and their performance metrics are given in Table 3. Unsupervised technique segments
the vessels by recognizing the vessel patterns iteratively but it gives poor segmentation results. The
maximum accuracy obtained is only 0.9342 [31]. Supervised methods were able to perform well since
they use a set of supervised features to learn the neural network model. It attains a maximum accuracy
of 0.9513 and 0.9605 in DRIVE and STARE, respectively [35]. The increase in values of AUC shows
improved blood vessel segmentation. Their AUC values are 0.9682 and 0.9789 for DRIVE and STARE
datasets, respectively. Multiple scales and orientation features from the wavelet transform along with
random forest classifier has improved performance metrics and achieves better AUC values [36].

Deep learning approaches perform well in vessel segmentation and also they do not need any
artificially handcrafted features to train the neural networks. These approaches attain the highest SN,
SP, Acc, and AUC values in both DRIVE and STARE datasets. While training the deep neural network,
the retinal fundus images are given to the network as augmented small patches or the complete
image itself. Training using the fundus patches degrades the training and testing efficiency, but the
performance is quite good, as seen in Table 3 [38,39,45,47]. The observed performance metrics are
higher for STARE in comparison to that in DRIVE. The five-stage neural network based autoencoder
segments the blood vessels with high SP, Acc and AUC values for both DRIVE and STARE datasets [38].
The Liskowski et al. method reduces small vessel misclassification and provides an AUC value of
0.9880 in STARE [39]. It also has better SP and Acc values. Learned unary features given to the CRF
for vessel segmentation gives a little lower accuracy value such as 0.9469 in DRIVE and 0.9585 in
STARE [45]. The fusion of separately segmented thin and thick blood vessel approach gives better
AUC, Acc and SP values, as given in Table 3 [47].

Using FCN, the training and testing become efficient but the performance metrics tend to
decrease [42–44]. FCN combined with fully connected CRF gave less satisfying Acc and Sensitivity
values for both the retinal datasets [42]. The results of Maninis et al. are reproduced by thresholding the
probability maps with optimal threshold into binary segmentation [43]. Moreover, their quantitative
performance metrics are found out and included in Table 3. Their approach achieves the highest AUC
value in comparison to all the aforementioned references. This is because they used the training images
from DRIVE to train the model and test the images from DRIVE using given test images obtained from
a similar imaging source. Moreover, the width of the vessels after segmentation is larger than the
ground truth which overshoots the SN values to greater values which are not acceptable. Multilevel
deep supervision network segments the blood vessels with higher accuracy and SP values but its SN
values are very low [44]. Also, the AUC values reach 0.9885 in STARE and 0.9782 in the DRIVE dataset,
respectively. Though Chen did not use the ground truth for training the CNN, it could achieve slightly
better SN, SP, Acc and AUC values as given in Table 3 [46].

The proposed multilevel/multiscale DNN, which also uses FCN, gave increased performance
metrics as tabulated in Table 3. Deep supervision layers DS_1 and DS_2 that use Gaussian kernels
extract blood vessel features from multiple layers at different scales. Moreover, the increase in the
receptive field of these deep supervision layers makes the proposed DNN segment the blood vessels
from almost any retinal fundus image with utmost precision. The proposed preprocessing that
highlights the blood vessels is an added advantage during training. Therefore, the proposed DNN
model achieves an accuracy of 0.9609 on DRIVE and 0.9646 on STARE. It is true that higher sensitivity
denotes a higher true positive rate. The obtained SN values are 0.8282 and 0.8979 for DRIVE and
STARE respectively. This method achieves better sensitivity in comparison to the existing classical
segmentation methods and reaches an acceptable specificity value. The SP values are 0.9738 and
0.9701 in DRIVE and STARE datasets respectively. Also, the computed average AUC measures for
the proposed DNN are higher for the STARE dataset in comparison to the DRIVE and HRF datasets.
Though the AUC values for the test images in all the dataset gives better AUC values, STARE attains
the highest value because the test images in STARE are easily segmented into both thin and thick
vessels appropriately. But the thin vessels in DRIVE and HRF are hard to segment similar to the vessel
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ground truth dataset. Also, STARE contains only 10 test images and hence the average AUC value is
higher for STARE in comparison to DRIVE and HRF.

Figure 12 depicts the ROC curves for the maximum AUC values obtained from DRIVE, STARE
and HRF dataset for the proposed multilevel/multiscale DNN model.
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The results of the proposed DNN model is improved in comparison to the existing methods with
minimal iterations, minimal augmented input dataset and with minimal vessel-specific DS layers.

4. Discussion

Multilevel deep supervision layer DS_1 learns a lot of blood vessel features from all four stages
in the proposed DNN. The learned blood vessel features include a lot of non-vessel regions and
it is unable to localize the blood vessel regions appropriately. It is shown in Figure 13. But with
multilevel/multiscale layers, i.e., both DS_1 and DS_2, the blood vessel regions are well localized
excluding the non-vessel regions, presence of boundary and optic disc. The selection of multiple scales
helps the network to learn the blood vessel regions alone leaving all the non-vessel regions. Hence,
from Figure 13, it is clear that multilevel/multiscale DS_1 and DS_2 layer is able to learn blood vessel
regions better when compared to multilevel DS_1 layer.

Using a single Gaussian convolution layer on top of the DS combinations will have a small
receptive field. This could not improve the vessel segmentation. Hence, in this paper, the proposed
model uses two convolution layers i.e., conv1_DS_8/16 and conv2_DS_8/16 layers on top of the
multilevel/multistage DS combination. This widens the receptive field of the multilevel/multistage
DS layers. This leads to localized and improved retinal blood vessel segmentation. Table 4 lists the
performance metrics of proposed multilevel/multiscale DNN with the increase in receptive field for the
images preprocessed using the mean value subtraction and the proposed preprocessing in DRIVE. The
measured performance metrics are better with the addition of conv1_DS_8/16 and conv2_DS_8/16 when
compared to the single conv1_DS_8/16 for the proposed preprocessing. For the images preprocessed
with the proposed preprocessing, the addition of conv2_DS_8/16 partitions the blood vessels excluding
the vessel neighbors and thus reduces the sensitivity values to 0.8282 from 0.8428. Its Acc and SP values
are also higher. By contrast, for the mean value subtracted images the addition of conv2_DS_8/16 could
not benefit since the segmented blood vessels are very thick with extreme SN values, as it includes
neighboring pixels of the vessel structures.
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Figure 13. Vessel segmentation using (a) DS_1 layer, (b) DS_1 and DS_2 layers. (c) Ground truth.

Table 4. Performance evaluation after increasing the receptive field in the DRIVE dataset.

DNN Framework
Preprocessed with Mean

Value Subtraction
Preprocessed with the Proposed

Preprocessing

SN SP Acc SN SP Acc

Front end: 4 stages of VGG-16
Fine-tuning phase: DS_1 and DS_2
layers with a conv1_DS_8/16 layer

0.8474 0.9652 0.9547 0.8428 0.9677 0.9560

Front end: 4 stages of VGG-16
Fine-tuning phase: DS_1 and DS_2

layers with conv1_DS_8/16 &
conv2_DS_8/16 layers (our model)

0.9058 0.9514 0.9472 0.8282 0.9738 0.9609

Similarly, performance evaluation of the proposed DNN is done on the STARE after increasing
the receptive field size. It is given in Table 5.

Table 5. Performance evaluation after increasing the receptive field in STARE dataset.

DNN Framework
Preprocessed with Mean

Value Subtraction
Preprocessed with the Proposed

Preprocessing

SN SP Acc SN SP Acc

Front end: 4 stages of VGG-16
Fine-tuning phase: DS_1 and DS_2
layers with a conv1_DS_ 8/16 layer

0.6581 0.9581 0.9379 0.9199 0.9630 0.9599

Front end: 4 stages of VGG-16
Fine-tuning phase: DS_1 and DS_2

layers with conv1_DS_8/16 and
conv2_DS_8/16 layers (our model)

0.4184 0.9875 0.9461 0.8979 0.9701 0.9645

The proposed DNN model trained with the proposed preprocessed images that are tested in
STARE dataset gave visibly better SN, SP and Acc values of 0.8979, 0.9701 and 0.9645, respectively.
It has a much-improved performance measure with more localized blood vessel segmentation. On
the other hand, testing the trained model with mean value subtracted images in STARE dataset gave
very less satisfactory results. Addition of conv2_DS_8/16 fails to learn vessel features (outputs a void
image for certain input) for the mean value subtracted images which lower the SN values. Since SN
and SP are inversely proportional, SP values tend to overshoot. It is found that a further increase in the
receptive field of view degrades the performance measure.
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Finally, the resulting vessel probability map at the 18,000th iteration for only the
multilevel/multiscale combination and together with its increased receptive field of view is discussed.
It is depicted in Figure 14 for both the images preprocessed using mean value subtraction as well as
with the proposed preprocessing.
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Figure 14. (a–d) Vessel probability map for mean value subtracted images and the proposed
preprocessed input images before and after the increase in the receptive field at the 18,000th iteration,
(e) ground truth image.

Both Figure 14a,b contain an optic disc but the images segmented using the proposed preprocessing
are clear at the macula rather than cluttered. Although Figure 14c trained using the mean value,
subtracted input segments more blood vessels; there is no clear distinction between vessels and
non-vessels. Non-vessel structures such as the optic disc, boundary, macula and uncertain regions are
still present as marked in Figure 14c. However, the proposed model preprocessed using the proposed
preprocessing, i.e., Figure 14d, shows improved accuracy in vessel segmentation without the presence
of non-vessel regions as marked. It starts to localize the blood vessel regions precisely because of the
receptive field size increase. In addition, it aids in obtaining error-free probability maps. It is well
proven in Figure 14 that the increase in the receptive field of both the DS_1 and DS_2 layers helps the
DNN to learn plenty of vessel features and localize them. The obtained blood vessel probability map
closely resembles the ground truth image. But the segmented blood vessels after binary segmentation
leave out the tiny blood vessels. Hence, research is being done to incorporate the postprocessing
method to retain the tiny blood vessels from the probability map.

After the blood vessels are carefully segmented from the retinal fundus image, useful parameters
can be computed from these vessel structures to diagnose DR, neovascularization, hypertension, stroke,
cerebrovascular and cardiovascular disorders. The parameters include measuring vessel width, length,
boundary, vessel curvature, vessel tortuosity, arteriolar–venular ratios, etc. Also, the removal of blood
vessel structures aids in the segmentation of optic disc and cup for glaucoma diagnosis. The proposed
multilevel/multiscale DNN can be extended to perform various vessel parameter computations for
efficient vessel disorder diagnosis.
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This automation of blood vessel diagnosis serves as an informative and quick aid for blood vessel
analysis to an ophthalmologist. Automation cannot replace the ophthalmologist but it can speed up
the process of diagnosis and aid in accurate quantitative measurements.

5. Conclusions

The segmentation task was laborious and less robust when the accuracy of vessel segmentation
depended greatly on the expertise of man-made features. In this paper, a three-plane preprocessing
technique is used to highlight the blood vessels before training the DNN. The proposed
multilevel/multiscale DNN segments the retinal blood vessels without the use of input-supervised
blood vessel features. This network is capable of learning vessel features at multiple scales and
levels. The resulting segmented images obtained after training the model on the augmented dataset
are tested on DRIVE, STARE, HRF, and real-world datasets. Qualitative analysis of the proposed
DNN with other deep learning models is performed and the corresponding vessel segmentations are
validated. Quantitative performance metrics are analyzed and it is found that the proposed model has
better sensitivity and acceptable specificity and accuracy values in comparison with the remaining
conventional segmentation approaches. Moreover, the AUC values are computed to justify the proper
segmentation of blood vessel sections from the retina. The average AUC values obtained are 0.9786,
0.9892, and 0.9450 for DRIVE, STARE, and HRF datasets respectively. The segmented blood vessels are
free from pathologies, optic disc, and ambiguous regions in the background. Still, the inclusion of
better postprocessing approach is needed. In the future, these segmented retinal vessel profile can
be extended for measuring vascular width, tortuosity, length, thickness, diameter, curvature, and
arteriolar-venular ratios. The blood vessel types can also be classified to treat vessel disorders. It has
also been identified that the changes in the retinal vessels not only identify DR, hypertension, and
stroke but also related cardiovascular and cerebrovascular diseases.
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