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Abstract: The preference ranking organization method for enrichment of evaluations (PROMETHEE)
method considers a significant outranking class of multi-criteria decision analysis (MCDA), as it is easy
to deal with its simple computations. In the PROMETHEE, different preference functions are used
according to the type and nature of attributes or criteria that demonstrate the clearness and reliability
of this method. This study provides a new version of the PROMETHEE method using bipolar fuzzy
information, named the bipolar fuzzy PROMETHEE method. Bipolar fuzzy sets or numbers constitute
an asymmetrical relationship between two judgmental factors of human reasoning. Vague and imprecise
knowledge is characterized by bipolar fuzzy linguistic terms which are further represented in the form
of trapezoidal bipolar fuzzy numbers. The trapezoidal bipolar fuzzy numbers are used by analysts
to assign the preferences of alternatives on the basis of criteria. Further, a ranking function of bipolar
fuzzy numbers is considered to access the crisp real preferences of alternatives. The entropy weighting
information is employed to calculate the weights of attributes by considering the condition of normality.
A numerical example such as the selection of green suppliers by using the bipolar fuzzy PROMETHEE
is performed on the basis of the usual criterion preference function in order to explain the procedure
of the proposed method. Comparable results are derived by using the combination of linear and level
preference functions. The results obtained by using different types of preference functions are the same,
representing the authenticity of the proposed bipolar fuzzy PROMETHEE method.

Keywords: trapezoidal bipolar fuzzy numbers; PROMETHEE; preference functions; green supplier
selection

1. Introduction

In the modern era, companies and organizations need to integrate their techniques and services to
meet customer requirements and survive in the competitive environment. On the other hand, customers are
demanding high-quality products which should be delivered on time at a low cost. Therefore, the selection
of suppliers becomes an important strategic decision for supply chain management, which affects the
satisfaction of customers and the market value of products. The manufacturers are strained to pay attention
to the environmental competencies because of the critical environmental issues such as increasing public
awareness, global warming, and pressure from consumers, organizations, and governments. For this
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purpose, green supplier selection is structured with green packaging to avoid pollution and for the safety
of the environment. This has become an important research topic in recent years that is very popular
among researchers. The green supplier selection problem is based on multiple conflicting criteria, as it
is not a single-criterion problem. In this respect, multi-criteria decision analysis (MCDA) techniques or
tools can be used to investigate this problem in a better way. MCDA methods are used to rank suppliers
or to choose the most appropriate and favorable supplier on the basis of multiple conflicting criteria.
Many researchers have employed different techniques to select suppliers, such as Awasthi et al. [1] by
fuzzy TOPSIS, Handfield et al. [2] by AHP, Mousakhani et al. [3] using interval type-2 fuzzy information,
and Yeh and Chuang [4] by MOGA. Hou and Yanrong [5] applied entropy weight information to calculate
the weights of criteria and then used the TOPSIS technique to choose a suitable supplier under a green
environment. Yazdani et al. [6] introduced a new hybrid MCDA model to investigate supply chain
management through the quality function deployment (QFD) and step-wise weight assessment ratio
analysis (SWARA) models, which are used to derive the inputs of problems. Further, weighted aggregated
sum product assessment (WASPA) is applied to obtain the ordering of green suppliers.

In the last several decades, a number of MCDA techniques and their different versions or
extensions have been introduced, including the analytical hierarchy process (AHP) [7], the preference
ranking organization method for enrichment of evaluations (PROMETHEE) [8], the elimination and
choice translating reality (ELECTRE) [9], VIekriterijumsko KOmpromisno Rangiranje (VIKOR, meaning
multi-criteria optimization and compromise solution) [10], and technique for the order of preference
by similarity to an ideal solution (TOPSIS) [11], to solve and structure multi-criteria decision making
(MCDM) problems. The MCDA methods are used to rank a set of actions or alternatives on the basis of
conflicting criteria or to obtain the optimal solution of MCDM problems. Initially, these MCDA methods
were introduced to investigate problems having exact data and numeric information. However, many
real-life problems have vague and uncertain information that cannot be addressed with the help of exact
or crisp data. For this reason, Bellman and Zadeh [12] originated the concept of fuzzy MCDA methods to
structure and evaluate problems having inexact and imprecise information. After that, many researchers
used fuzzy sets and their different extensions to solve decision-making problems having imprecision and
uncertainties. Furthermore, multi-criteria group decision analysis (MCGDA) is developed when a group
of several decision makers is involved to analyze problems that consist of multiple criteria. Moreover,
linguistic variables are used to address vagueness when it is not possible to determine the crisp numeric
values of alternatives. These linguistic variables are then converted to the numerical values of respective
sets in order to compare the alternatives for further evaluation. A number of MCGDA methods are
utilized to investigate supply chain management and to assess the most suitable supplier using fuzzy
information. For example, Chiou et al. [13] investigated green suppliers and presented a comparative
analysis of the electronics industry in China using a fuzzy AHP. Sanayei et al. [14] used fuzzy VIKOR for
the group assessment of suppliers. Liu et al. [15] proposed multi-operators based on intuitionistic fuzzy
sets and used it for the evaluation of urban-infrastructure-based projects. Kannan et al. [16] utilized fuzzy
TOPSIS for green supplier selection by considering a Brazilian electronics company. Further, Awasthi and
Kannan [17] worked on a development program of green suppliers by using the nominal group technique
(NGT) and VIKOR method under a fuzzy environment. Hamdan and Cheaitou [18] used fuzzy AHP
and TOPSIS to evaluate suppliers and developed a mathematical technique to allocate orders. Recently,
Shumaiza et al. [19] presented the bipolar fuzzy ELECTRE II technique to obtain the ranking of suppliers
using an optimization technique to calculate the weights of criteria. Ziemba et al. [20] introduced the
method of criteria selection and the calculation of weights in the process of web projects evaluation.

The PROMETHEE is an outranking approach of MCDA methods introduced by Brans and Vincle [21]
in 1985 to obtain the partial ranking (PROMETHEE I) and complete ranking (PROMETHEE II) of
alternatives depending on multiple attributes or criteria. Moreover, Brans and Mareschal [22] presented
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two new extensions of the PROMETHEE method—PROMETHEE III, in which ranking is based on intervals,
and PROMETHEE IV which is a continuous case of ranking. Abdullah et al. [23] used the PROMETHEE
method for the selection of green suppliers and provided a comparative study on the basis of preference
functions. Behzadian et al. [24] provided a comprehensive study of PROMETHEE methodologies and
applications. Govindan et al. [25] presented an application of a PROMETHEE-based method for the
ranking of green suppliers in a food supply chain. Goumas and Lygerou [26] extended the PROMETHEE
for decision-making in fuzzy environment. Krishankumar et al. [27] introduced a new extension of
PROMETHEE using intuitionistic fuzzy information with the help of linguistic variables. Ziemba [28]
provided a new multi-criteria decision-making approach by introducing the NEAT F-PROMETHEE
technique in which the decision is made on the basis of mapping trapezoidal fuzzy numbers. YinYang
bipolar fuzzy set theory (or bipolar fuzzy set theory) was initiated by Zhang [29,30] as a generalization
of fuzzy set theory [31] to deal with the bipolar judgmental thinking of human reasoning. Akram and
Arshad [32] introduced bipolar fuzzy linguistic variables and bipolar fuzzy numbers as an extended
version of bipolar fuzzy sets. Alghamdiet al. [33] proposed multi-criteria decision-making methods
using bipolar fuzzy information. Akram et al. [34] applied TOPSIS and ELECTRE I models using
bipolar fuzzy information for medical diagnosis. Shumaiza et al. [35] introduced a group decision-making
approach based on the VIKOR method using trapezoidal bipolar fuzzy numbers. The existing versions
and extensions of the PROMETHEE technique can be successfully adopted to examine the problems when
the information is provided in the form of crisp or fuzzy values, but they cannot assess the problems
which have bipolar uncertainties. Crisp or fuzzy sets only provide one-sided information, or we can say
we have only the information about the satisfaction degree of alternatives. In these sets, we are unable to
provide any information about the dissatisfaction degree of alternatives. Therefore, this study provides an
extension of the PROMETHEE method to solve problems having two-sided information. We use bipolar
fuzzy linguistic terms to assign the preferences of alternatives relative to conflicting criteria. Further,
we parameterize the bipolar fuzzy linguistic variables in terms of bipolar fuzzy numbers for the numeric
preferences of alternatives [32]. We calculate the normalized weights of criteria based on entropy weight
measuring technique [36,37]. We compute a decision matrix consisting of crisp real values using the
ranking function of bipolar fuzzy numbers presented in [32]. We find the partial ranking of alternatives
using PROMETHEE I by considering the positive and negative outranking flows. Further, we determine
the net flows and rank the alternatives using PROMETHEE II. We also make a comparison of net results
obtained by applying different preference functions.

The main contributions of this research study are as follows:

1. The PROMETHEE method is extended to a bipolar fuzzy PROMETHEE method to deal with the
double-sided information of human reasoning. More generally, trapezoidal bipolar fuzzy numbers
are used to obtain more accurate results.

2. The personal interest or influence of decision makers towards the criteria is minimized by using the
Shannon entropy weighting technique to calculate the normalized weights of criteria.

3. The partial and complete ranking of alternatives are determined by applying the PROMETHEE I and
PROMETHEE II, respectively.

4. A numerical example for the selection of green suppliers is presented that shows the validity and
authenticity of the proposed method.

The outline of this paper is as follows: Section 1 contains the basic definitions and concepts,
and also provides the methodology of the bipolar fuzzy PROMETHEE method. Section 3 contains the
numerical application of green supplier selection under the usual criterion preference function. Section 4
provides a comparative analysis by using linear and level preference functions. Section 5 concludes the
whole discussion.
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2. Methodology of the Bipolar Fuzzy PROMETHEE Method

This section contains the basic definitions relevant to bipolar fuzzy sets and numbers. Further,
the step-by-step procedure of the bipolar fuzzy PROMETHEE method is presented. A YinYang bipolar
fuzzy set (or bipolar fuzzy set) is defined as follows.

Definition 1 ([29]). Consider a non-empty universe of discourse X. A bipolar fuzzy set B̃ on X is defined as

B̃ =
{
(x, Ω+

B̃
(x), Ω−

B̃
(x)) | x ∈ X

}
,

where Ω+
B̃
(x) : X → [0, 1] and Ω−

B̃
(x) : X → [−1, 0] represent the satisfaction and dissatisfaction degrees of

bipolar fuzzy set B̃, respectively.

Particularly, the bipolar fuzzy numbers as a generalization of bipolar fuzzy sets are defined as follows.

Definition 2 ([32]). A bipolar fuzzy number B̃ is defined on real line R having the form

B̃ =
〈
Y, Z

〉
=
〈
[ϑ1, ϑ2, ϑ3, ϑ4], [δ1, δ2, δ3, δ4]

〉
,

such that the satisfaction degree Ω+
B̃
(x) of B̃ is defined as

Ω+
B̃ (x) =





Ωl+
B̃ (x), if x ∈ [ϑ1, ϑ2],

1, if x ∈ [ϑ2, ϑ3],
Ωr+
B̃
(x), if x ∈ [ϑ3, ϑ4],

0, otherwise,

and dissatisfaction degree Ω−
B̃
(x) of B̃ is defined as

Ω−
B̃
(x) =





Ωl−
B̃
(x), if x ∈ [δ1, δ2],

1, if x ∈ [δ2, δ3],
Ωr−
B̃
(x), if x ∈ [δ3, δ4],

0, otherwise,

where Ωl+
B̃
(x) : [ϑ1, ϑ2]→ [0, 1] and Ωr+

B̃
(x) : [ϑ3, ϑ4]→ [0, 1] represent the left and right membership degrees of

Ω+
B̃
(x), respectively. Similarly, Ωl−

B̃
(x) : [δ1, δ2]→ [−1, 0] and Ωr−

B̃
(x) : [δ3, δ4]→ [−1, 0] represent the left and

right membership degrees of Ω−
B̃
(x), respectively.

Just like the trapezoidal fuzzy numbers are an important and useful type of fuzzy number [38],
bipolar fuzzy numbers are easy for computations if they have the following form.

Definition 3 ([32]). A bipolar fuzzy number B̃ =
〈
Y, Z

〉
=
〈
[ϑ1, ϑ2, ϑ3, ϑ4], [δ1, δ2, δ3, δ4]

〉
is called the

trapezoidal bipolar fuzzy number, denoted by
〈
(ϑ1, ϑ2, ϑ3, ϑ4), (δ1, δ2, δ3, δ4)

〉
, if its satisfaction and dissatisfaction

degrees are described as follows:

Ω+
B̃
(x) =





x−ϑ1
ϑ2−ϑ1

, if x ∈ [ϑ1, ϑ2],
1, if x ∈ [ϑ2, ϑ3],
ϑ4−x
ϑ4−ϑ3

, if x ∈ [ϑ3, ϑ4],
0, otherwise,

and
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Ω−
B̃
(x) =





−(x−δ1)
δ2−δ1

, if x ∈ [δ1, δ2],
−1, if x ∈ [δ2, δ3],
−(δ4−x)

δ4−δ3
, if x ∈ [δ3, δ4],

0, otherwise.

Ranking or score functions are used to simplify the given information in the form of real crisp values.
The ranking function of trapezoidal bipolar fuzzy numbers is given as:

Definition 4 ([32]). Consider a trapezoidal bipolar fuzzy number B̃ =
〈
(ϑ1, ϑ2, ϑ3, ϑ4), (δ1, δ2, δ3, δ4)

〉
, which can

be converted into a real number by applying the ranking function as:

(
m(Y) +

[−ϑ1 − ϑ2 + ϑ3 + ϑ4

2
])
−
(

m(Z) +
[−δ1 − δ2 + δ3 + δ4

2
])

,

where m(Y) = ϑ1+ϑ2+ϑ3+ϑ4
4 and m(Z) = δ1+δ2+δ3+δ4

4 are the mean values of respective sets.

2.1. Procedure of Bipolar Fuzzy PROMETHEE Method

This section provides a new extension of an outranking method PROMETHEE using bipolar
fuzzy information, namely, the bipolar fuzzy PROMETHEE method, to evaluate multi-criteria group
decision-making problems. The procedure of this method is established as follows: specify the problem
area and select a suitable and relevant group of decision-makers; define the linguistic terms or variables
and their corresponding values; construct a decision matrix for each decision maker and then aggregate
their decision values; calculate the normalized weights of criteria using the entropy weight method [37];
define some preference function for pairwise comparison of alternatives, find the multi-criteria preference
index of alternatives; determine the partial ranking of alternatives (PROMETHEE I); and determine the
complete ranking of alternatives (PROMETHEE II).

Consider a multi-criteria decision-making problem involving a set of p alternatives Sα; α = 1, 2, · · · , p,
which is evaluated on the basis of q conflicting criteria Qβ; β = 1, 2, · · · , q. A group of r decision-makers
Dϕ; ϕ = 1, 2, · · · , r, is selected for the assessment of feasible alternatives with respect to different criteria.
The preference values of alternatives Sα with respect to each criterion Qβ are used to construct a decision
matrix L = [`

ϕ
αβ] for every decision makerDϕ. The procedure of the bipolar fuzzy PROMETHEE technique

is summarized in the following steps:

Step 1. Identify the linguistic variables.

Linguistic variables are used by decision-makers to determine the ratings of an alternative with
respect to different criteria. It is most important to identify the relevant and appropriate set of
linguistic variables and define their respective values. In this method, a set of seven linguistic
variables in the form of trapezoidal bipolar fuzzy numbers are considered and shown in Figure 1.
The values of these trapezoidal bipolar fuzzy numbers are taken from the numerical domain [0,1].
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Figure 1. Linguistic variables for criteria.

Step 2. Construct a decision matrix.

Suppose that the alternatives Sα are evaluated on the basis of Qβ conflicting criteria which
are assessed by every decision maker Dϕ; ϕ = 1, 2, · · · , r. Then, r decision matrices are
constructed containing the rating values of linguistic variables given by r decision-makers in the
following manner:

L = [`
ϕ
αβ]p×q =




`
ϕ
11 `

ϕ
12 · · · `

ϕ
1q

`
ϕ
21 `

ϕ
22 · · · `

ϕ
2q

. . . .

. . . .

. . . .
`

ϕ
p1 `

ϕ
p2 ... `

ϕ
pq




,

where each entry `
ϕ
αβ =

〈
[ϑ

ϕ
αβ1, ϑ

ϕ
αβ2, ϑ

ϕ
αβ3, ϑ

ϕ
αβ4], [δ

ϕ
αβ1, δ

ϕ
αβ2, δ

ϕ
αβ3, δ

ϕ
αβ4]

〉
, α = 1, 2, · · · , p, β =

1, 2, · · · , q, ϕ = 1, 2, · · · , r, represents a trapezoidal bipolar fuzzy number. The aggregated
bipolar fuzzy decision value of each alternative with respect to the criteria Qβ, denoted by
`αβ =

〈
[ϑαβ1, ϑαβ2, ϑαβ3, ϑαβ4], [δαβ1, δαβ2, δαβ3, δαβ4]

〉
, is computed by using the averaging operator

as follows:

ϑαβ1 =
1
ϕ

r

∑
ϕ=1

ϑ
ϕ
αβ1, ϑαβ2 =

1
ϕ

r

∑
ϕ=1

ϑ
ϕ
αβ2, ϑαβ3 =

1
ϕ

r

∑
ϕ=1

ϑ
ϕ
αβ3, ϑαβ4 =

1
ϕ

r

∑
ϕ=1

ϑ
ϕ
αβ4,

δαβ1 =
1
ϕ

r

∑
ϕ=1

δ
ϕ
αβ1, δαβ2 =

1
ϕ

r

∑
ϕ=1

δ
ϕ
αβ2, δαβ3 =

1
ϕ

r

∑
ϕ=1

δ
ϕ
αβ3, δαβ4 =

1
ϕ

r

∑
ϕ=1

δ
ϕ
αβ4.

(1)

These aggregated values are used to construct an aggregated decision matrix as follows:

L = [`αβ]p×q =




`11 `12 · · · `1q
`21 `22 · · · `2q
...

...
...

...
`p1 `p2 · · · `pq




.

Step 3. Rank the bipolar fuzzy numbers.
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The bipolar fuzzy numbers of aggregated values are then converted into the crisp values of real
numbers by using the ranking function of bipolar fuzzy numbers as follows:

tαβ =
([ϑαβ1 + ϑαβ2 + ϑαβ3 + ϑαβ4

4
]
+
[−ϑαβ1 − ϑαβ2 + ϑαβ3 + ϑαβ4

2
])
−

([ δαβ1 + δαβ2 + δαβ3 + δαβ4

4
]
+
[−δαβ1 − δαβ2 + δαβ3 + δαβ4

2
])

,
(2)

and these crisp values are used to construct a simple decision matrix T = [tαβ]p×q for
further calculation.

Step 4. Determine the deviation by pairwise comparison.

The deviation of alternatives is computed by the pairwise comparison of alternatives on the basis
of criteria Qβ by using the following expression:

dβ(Sα,Sσ) = tβ(Sα)− tβ(Sσ), α, σ = 1, 2, · · · , p, (3)

where dβ(Sα,Sσ) represents the difference or deviation of any two alternatives Sα and Sσ with
respect to each criterion. The terms tβ(Sα) and tβ(Sσ) denote the crisp ratings of alternatives Sα

and Sσ, respectively, with respect to some criterion β.

Step 5. Define the preference function.

A preference function Pβ(Sα,Sσ) = Fβ[dβ(Sα,Sσ)] is defined to evaluate the preference of
alternative Sα regarding alternative Sσ on the basis of each criterion and has a value ranging from
0 to 1. If the value of the preference function is zero or negative then there is the indifference of
the decision maker between the alternatives with respect to that criterion. On the other hand,
a value closer to 1 shows a greater preference. This preference function represents the intensity of
preference of an alternative Sα over another alternative Sσ and is categorized as follows:

- Pβ(Sα,Sσ) = 0 shows an indifference between Sα and Sσ, or no preference of Sα over Sσ;
- Pβ(Sα,Sσ) ∼ 0 represents a weak preference of Sα over Sσ;
- Pβ(Sα,Sσ) ∼ 1 represents a strong preference of Sα over Sσ;
- Pβ(Sα,Sσ) = 1 shows a strict preference of Sα over Sσ.

Step 6. Calculate the normalized weights.

The weight value of each criterion shows the relative importance of that criterion towards the
other criteria of that problem. These weight values may be completely or partially unknown
for decision makers, and can be calculated by using various techniques or methods. If all the
criteria have the same importance for a decision maker, then all weights can be assigned equal
value. In this methodology, the entropy weight measuring information is used to enumerate the
normalized weights of conflicting criteria. In order to calculate the weights by entropy measure,
first we should normalize the decision values of each criterion Qβ (β = 1, 2, · · · , q) and obtain
the projection values P(αβ) of criteria as follows:

P(αβ) =
tαβ
p
∑

α=1
tαβ

. (4)
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These projection values are then used to calculate the entropy value E(β) for each criterion
as follows:

E(β) = −c
p

∑
α=1
P(αβ) log(P(αβ)), (5)

where c = (log(p))−1 is a constant. Afterward, the degree of divergence div(β) of the intrinsic
information for each criterion is calculated by using the following expression:

div(β) = 1− E(β), β = 1, 2, · · · , q. (6)

The divergence value div(β) denotes the inherent contrast intensity of criteria Qβ. The higher
value of div(β) shows that the criterion Qβ is considered as more important for that problem.
Then, the weights of criteria are calculated as:

w(β) =
div(β)
q
∑

β=1
div(β)

, (7)

such that, w(β) > 0 and
q
∑

β=1
w(β) = 1.

Step 7. Determine the multi-criteria preference index.

When a preference function and weight is assigned to each criterion by a decision maker for
the considered problem, then the multi-criteria preference index of alternatives is determined.
The multi-criteria preference index ∏ is calculated as the weighted average of the preference
functions Pβ:

∏(Sα,Sσ) =

q
∑

β=1
w(β)Pβ(Sα,Sσ)

q
∑

β=1
w(β)

; α 6= σ, α, σ = 1, 2, · · · , p. (8)

Since the normalized weights are used in this method, Equation (12) is reduced as follows:

∏(Sα,Sσ) =
q

∑
β=1

w(β)Pβ(Sα,Sσ); α 6= σ, α, σ = 1, 2, · · · , p. (9)

The multi-criteria preference index ∏ has a value between 0 and 1, such that

- ∏(Sα,Sσ) ≈ 0 represents the weak preference of alternative Sα over Sσ with respect to
all criteria;

- ∏(Sα,Sσ) ≈ 1 represents the strong preference of alternative Sα over Sσ with respect to
all criteria.

This preference index induces an outranking relation on the set S of alternatives which is further
represented by an outranking graph. The nodes of this outranking graph are the alternatives
and, between any two nodes Sα and Sσ, there are two arcs with values ∏(Sα,Sσ), and ∏(Sσ,Sα),
which have no particular relation.

Step 8. Find the preference order.
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The outranking relation is then used to obtain the ranking of alternatives, which may be partial or
complete. The alternatives are ranked partially by using the PROMETHEE I, whereas complete
ranking can be obtain by proceeding one more step of PROMETHEE II.

(i) Ordering the alternatives by partial ranking or PROMETHEE I.

For each alternative Sα in the outranking graph, the leaving or outgoing flow is defined as:

ξ+(Sα) =
1

p− 1 ∑
Sσ∈S

∏(Sα,Sσ); α 6= σ, α, σ = 1, 2, · · · , p, (10)

which is the sum of values of outward arcs of alternative Sα and thus gives the outgoing
flow of Sα as shown in Figure 2. This positive outranking flow measures how an alternative
Sα dominates all other alternatives.

b

b

b

b

b

b

Sα

Sσ

∏
(S

α , S
σ )

Figure 2. Outgoing flow of Sα.

Similarly, for each alternative Sα in outranking graph, the entering or incoming flow is
defined as:

ξ−(Sα) =
1

p− 1 ∑
Sσ∈S

∏(Sσ, Sα); α 6= σ, α, σ = 1, 2, · · · , p, (11)

which is the sum of values of inward arcs of alternative Sα and thus gives the incoming flow
of Sα as shown in Figure 3. This negative outranking flow determines how an alternative Sα

is dominated by all other alternatives.

b

b

b

b

b

b

Sα

Sσ

∏
(S

σ , S
α)

Figure 3. Incoming flow of Sα.

The alternative which has the greater value of ξ+(Sα) and the lower value of ξ−(Sα) is
chosen as the most suitable alternative. The outgoing and incoming flows determine the
preferences as given in Equations (12) and (13), respectively.
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SαP+Sσ ⇐⇒ ξ+(Sα) > ξ+(Sσ); ∀Sα,Sσ ∈ S,

Sα I+Sσ ⇐⇒ ξ+(Sα) = ξ+(Sσ); ∀Sα,Sσ ∈ S,
(12)





SαP−Sσ ⇐⇒ ξ−(Sα) < ξ−(Sσ); ∀Sα,Sσ ∈ S,

Sα I−Sσ ⇐⇒ ξ−(Sα) = ξ−(Sσ); ∀Sα,Sσ ∈ S.
(13)

The PROMETHEE I partial ordering (P1, I1, R1) is then obtained by taking the intersection
of the two previously mentioned preferences as:





SαP1Sσ (Sα outranks Sσ) if SαP+Sσ and SαP−Sσ,
or SαP+Sσ and Sα I−Sσ,
or Sα I+Sσ and SαP−Sσ;

Sα I1Sσ (Sα is indifferent to Sσ) iff Sα I+Sσ and Sα I−Sσ;

SαR1Sσ (Sα and Sσ are incomparable) otherwise.

(14)

Since all the alternatives are not comparable in PROMETHEE I, the computation of the net
outranking flow of alternatives is as follows.

(ii) Ordering the alternatives by complete ranking or PROMETHEE II.

The net flow of each alternative is the difference of outgoing and incoming flows, which is
computed as:

ξ(Sα) = ξ+(Sα)− ξ−(Sα). (15)

The net flow provides the complete ordering of alternatives by avoiding any incomparability,
the PROMETHEE II complete ranking (P2, I2) is given in Equation (16).





SαP2Sσ (Sα outranks Sσ) iff ξ(Sα) > ξ(Sσ),

Sα I2Sσ (Sα is indifferent to Sσ) iff ξ(Sα) = ξ(Sσ).
(16)

Thus, all the alternatives can be compared on the basis of net flows ξ(Sα). The alternative
with maximum net flow is observed as the most suitable alternative.

The framework of the procedure of the bipolar fuzzy PROMETHEE method is provided in
Figure 4. This framework consists of the goal of the selection procedure, the environmental
and economical criteria, the alternatives for evaluation, the preference functions, and the
net outranking flows of PROMETHEE I and PROMETHEE II in the form of partial and
complete ranking, respectively.
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Description of the multi-

criteria group decision makingSelection of suitable alternative on the basis of conflicting

criteria evaluated by a group of decision makers

Perference ratings are assigned on the basis of q confliction criteria

Q1,Q2,Q3, · · · ,Qq

Evaluated by D1 Evaluated by D2 Evaluated by Dr

Construct the aggregated bipolar fuzzy decision matrix

Construct a crisp decision matrix by using the ranking
function of bipolar fuzzy numbers

Aggregation of

decision values

Choice of suitable
preference function

PROMETHEE I

PROMETHEE II

Usual criterion
preference function

Linear and level
criteria preference

functions

Partial ranking by
Usual criterion

Partial ranking by
the combination of linear

and level criteria

Complete ranking by
Usual criterion

Complete ranking by
the combination of linear

and level criteria

(MCGDM) problem

· · ·

Figure 4. Framework of the bipolar fuzzy preference ranking organization method for enrichment of
evaluations (PROMETHEE).

This multi-criteria outranking approach is based on a series of computations, in which all steps
remain the same other than the definition of the preference function and the computation of
normalized weights. The normalized weights can be calculated by using an appropriate method
according to the choice of decision values or the preference of the decision makers. The preference
function defined in Step 5 is an irrational choice of preference function which depends on the
nature of the criteria or the desire of the decision-makers. The choice of types of preference
function is very important as it may change the net outranking flow or the ranking of alternatives.
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2.2. Preference Function

The PROMETHEE technique requires the relevant and suitable preference functions for its
implementation. A preference function is a function which defines the deviation between alternatives for
each criterion. Different types of preference function are defined and used by Brans et al. [8,21]. In this
article, the preference functions are defined to accomplish the condition of the PROMETHEE algorithm
that will be applied to a case study. With reference to Step 5, three types of preference functions are used,
given as follows.

Definition 5. Type 1: The usual criterion preference function is defined as,

H(d) =

{
0 if d ≤ 0,
1 if d > 0,

(17)

where d represents the difference or deviation between alternatives. In this type of preference function, there is an
indifference between two alternatives a and b if only if f (a) = f (b). The usual criteria function works on the
formula “the more the better” and is used when decision makers cannot assign importance to different criteria values.

Definition 6. Type III: The linear criterion preference function is defined as

H(d) =





0 if d < 0,
d
m if 0 ≤ d ≤ m,
1 if d > m,

(18)

where m ∈ [0, 1] is the preference value given by the decision maker. When the difference or deviation d is lower than
m, the preference of the decision maker increases linearly with d. When d is greater than m, a strict preference of an
alternative is achieved with respect to that criteria.

Definition 7. Type IV: The level criterion preference function is defined as

H(d) =





0 if d ≤ n,
1
2 if n < d ≤ m + n,
1 if d > m + n,

(19)

where m and n are the preference and indifference values, respectively, taken from [0, 1]. There is an indifference
between alternatives on the interval [−n, n]. This preference function is always used for qualitative or benefit
type criteria.

3. Green Supplier Selection

The advancement of economic globalization has increased the challenges of survival and development
for manufacturers and companies. Manufacturing companies can efficiently improve their competitiveness
if they have an impressive supply chain management system. Supplier selection is a basic key for supply
chain management systems, and so has become the most popular research area for practitioners and
scholars, both nationally and globally. The development of the economy has a great impact on the
ecological environment, which threatens the survival of humans on Earth. As economic development has
become an important factor, manufacturers should be more socially responsible while maintaining the
development of their companies. Manufacturers have also introduced the concept of “Green suppliers”
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in the supply chain management system. Green supplier selection plays a vital role in green supply
management, and is the key to the success of any business or company.

In this research article, we evaluate green suppliers using bipolar fuzzy information in the form of
trapezoidal bipolar fuzzy numbers. For this case study, criteria and alternatives were considered based on
the work of Abdullah et al. [23] and Gurel et al. [39]. After initial screening, the following four alternatives
denoted by S1, S2, S3, and S4 were selected for further evaluation.

S1 = MVG Food Marketing Sdn Bhd;
S2 = CF Org Noodle Sdn Bhd;
S3 = Hexa Food Sdn Bhd;
S4 = SCS Food Manufacturing Sdn Bhd.

A group of three decision-makers was appointed to evaluate these companies for the selection of a
green supplier on the basis of seven criteria, denoted by Q1, Q2, Q3, Q4, Q5, Q6, and Q7, which were as
follows:

Q1 = Cost of products (consists of transportation, purchasing, inventory, maintenance, holding,
security etc.);
Q2 = Quality of products (indicated by the principles, techniques, and practices of companies);
Q3 = Service provided (low costs, high productivity, quick response, minimum wastage, no damage,
etc.);
Q4 = Delivery (at the correct time, at the right place, and in good condition);
Q5 = Pollution control (an important criterion, as pollution is obtained as a byproduct of energy use
in the production procedures);
Q6 = Environmental management system (the environmental dimension has been recently added in
assessment procedures);
Q7 = Green packaging (a type of packaging which aims protect the environment by using
environmentally friendly material).

The computations of the PROMETHEE method by using the usual criterion preference function are
described and computed in the following steps:

Step 1. The group of decision-makers decided to use linguistic variables to rate the alternatives
with respect to different criteria for evaluation. A set of seven linguistic variables
{Very good, Good, Medium good, Fair, Medium poor, Poor, Very poor} is presented in Figure 1.
These linguistic variables and their corresponding bipolar fuzzy numbers are given in Table 1.

Table 1. Linguistic variables and values of criteria.

Linguistic Variable Abbreviation Bipolar Fuzzy Number

Very good VG 〈(0.8, 0.9, 1.0, 1.0), (0.0, 0.0, 0.1, 0.2)〉
Good G 〈(0.7, 0.8, 0.8, 0.9), (0.1, 0.2, 0.3, 0.3)〉
Medium good MG 〈(0.5, 0.6, 0.7, 0.8), (0.2, 0.3, 0.4, 0.5)〉
Fair F 〈(0.4, 0.5, 0.5, 0.6), (0.4, 0.5, 0.5, 0.6)〉
Medium poor MP 〈(0.2, 0.3, 0.4, 0.5), (0.5, 0.6, 0.7, 0.8)〉
Poor P 〈(0.1, 0.2, 0.2, 0.3), (0.7, 0.8, 0.8, 0.9)〉
Very poor VP 〈(0.0, 0.0, 0.1, 0.2), (0.8, 0.9, 1.0, 1.0)〉

Step 2. The preference ratings of alternatives with respect to conflicting criteria given by decisions makers
in the form of linguistic terms are shown in Table 2.
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Table 2. Performance ratings by decision-makers (linguistic terms).

D1 D2 D3
S1 S2 S3 S4 S1 S2 S3 S4 S1 S2 S3 S4

Q1 VG MG G G G VG G G G G MG VG

Q2 MG G G VG VG MG G G VG G G G

Q3 MG G VG MG G G VG MG VG MG G G

Q4 MG VG VG G MG G VG VG G MG MG G

Q5 F F F G F G F G F MG G G

Q6 F MG F G MG G MG F F G G F

Q7 MG MG F G F G G G F G F G

The rating values of these linguistic variables in the form of trapezoidal bipolar fuzzy numbers
were used as defined in Table 1, and the results are given in Table 3. The aggregated decision
values of these trapezoidal bipolar fuzzy numbers were computed by employing the Equation (1),
and an aggregated decision matrix was constructed as shown in Table 4.

Table 3. Performance ratings by decision makers (bipolar fuzzy numbers).

S1 S2 S3 S4

D1 Q1 〈(0.8, 0.9, 1.0, 1.0), 〈(0.5, 0.6, 0.7, 0.8), 〈(0.7, 0.8, 0.8, 0.9), 〈(0.7, 0.8, 0.8, 0.9),
(0.0, 0.0, 0.1, 0.2)〉 (0.2, 0.3, 0.4, 0.5)〉 (0.1, 0.2, 0.3, 0.3)〉 (0.1, 0.2, 0.3, 0.3)〉

Q2 〈(0.5, 0.6, 0.7, 0.8), 〈(0.7, 0.8, 0.8, 0.9), 〈(0.7, 0.8, 0.8, 0.9), 〈(0.8, 0.9, 1.0, 1.0),
(0.2, 0.3, 0.4, 0.5)〉 (0.1, 0.2, 0.3, 0.3)〉 (0.1, 0.2, 0.3, 0.3)〉 (0.0, 0.0, 0.1, 0.2)〉

Q3 〈(0.5, 0.6, 0.7, 0.8), 〈(0.7, 0.8, 0.8, 0.9), 〈(0.8, 0.9, 1.0, 1.0), 〈(0.5, 0.6, 0.7, 0.8),
(0.2, 0.3, 0.4, 0.5)〉 (0.1, 0.2, 0.3, 0.3)〉 (0.0, 0.0, 0.1, 0.2)〉 (0.2, 0.3, 0.4, 0.5)〉

Q4 〈(0.5, 0.6, 0.7, 0.8), 〈(0.8, 0.9, 1.0, 1.0), 〈(0.8, 0.9, 1.0, 1.0), 〈(0.7, 0.8, 0.8, 0.9),
(0.2, 0.3, 0.4, 0.5)〉 (0.0, 0.0, 0.1, 0.2)〉 (0.0, 0.0, 0.1, 0.2)〉 (0.1, 0.2, 0.3, 0.3)〉

Q5 〈(0.4, 0.5, 0.5, 0.6), 〈(0.4, 0.5, 0.5, 0.6), 〈(0.4, 0.5, 0.5, 0.6), 〈(0.7, 0.8, 0.8, 0.9),
(0.4, 0.5, 0.5, 0.6)〉 (0.4, 0.5, 0.5, 0.6)〉 (0.4, 0.5, 0.5, 0.6)〉 (0.1, 0.2, 0.3, 0.3)〉

Q6 〈(0.4, 0.5, 0.5, 0.6), 〈(0.5, 0.6, 0.7, 0.8), 〈(0.4, 0.5, 0.5, 0.6), 〈(0.7, 0.8, 0.8, 0.9),
(0.4, 0.5, 0.5, 0.6)〉 (0.2, 0.3, 0.4, 0.5)〉 (0.4, 0.5, 0.5, 0.6)〉 (0.1, 0.2, 0.3, 0.3)〉

Q7 〈(0.5, 0.6, 0.7, 0.8), 〈(0.5, 0.6, 0.7, 0.8), 〈(0.4, 0.5, 0.5, 0.6), 〈(0.7, 0.8, 0.8, 0.9),
(0.2, 0.3, 0.4, 0.5)〉 (0.2, 0.3, 0.4, 0.5)〉 (0.4, 0.5, 0.5, 0.6)〉 (0.1, 0.2, 0.3, 0.3)〉

D2 Q1 〈(0.7, 0.8, 0.8, 0.9), 〈(0.8, 0.9, 1.0, 1.0), 〈(0.7, 0.8, 0.8, 0.9), 〈(0.7, 0.8, 0.8, 0.9),
(0.1, 0.2, 0.3, 0.3)〉 (0.0, 0.0, 0.1, 0.2)〉 (0.1, 0.2, 0.3, 0.3)〉 (0.1, 0.2, 0.3, 0.3)〉

Q2 〈(0.8, 0.9, 1.0, 1.0), 〈(0.5, 0.6, 0.7, 0.8), 〈(0.7, 0.8, 0.8, 0.9), 〈(0.7, 0.8, 0.8, 0.9),
(0.0, 0.0, 0.1, 0.2)〉 (0.2, 0.3, 0.4, 0.5)〉 (0.1, 0.2, 0.3, 0.3)〉 (0.1, 0.2, 0.3, 0.3)〉

Q3 〈(0.7, 0.8, 0.8, 0.9), 〈(0.7, 0.8, 0.8, 0.9), 〈(0.8, 0.9, 1.0, 1.0), 〈(0.5, 0.6, 0.7, 0.8),
(0.1, 0.2, 0.3, 0.3)〉 (0.1, 0.2, 0.3, 0.3)〉 (0.0, 0.0, 0.1, 0.2)〉 (0.2, 0.3, 0.4, 0.5)〉

Q4 〈(0.5, 0.6, 0.7, 0.8), 〈(0.7, 0.8, 0.8, 0.9), 〈(0.8, 0.9, 1.0, 1.0), 〈(0.8, 0.9, 1.0, 1.0),
(0.2, 0.3, 0.4, 0.5)〉 (0.1, 0.2, 0.3, 0.3)〉 (0.0, 0.0, 0.1, 0.2)〉 (0.0, 0.0, 0.1, 0.2)〉

Q5 〈(0.4, 0.5, 0.5, 0.6), 〈(0.7, 0.8, 0.8, 0.9), 〈(0.4, 0.5, 0.5, 0.6), 〈(0.7, 0.8, 0.8, 0.9),
(0.4, 0.5, 0.5, 0.6)〉 (0.1, 0.2, 0.3, 0.3)〉 (0.4, 0.5, 0.5, 0.6)〉 (0.1, 0.2, 0.3, 0.3)〉

Q6 〈(0.5, 0.6, 0.7, 0.8), 〈(0.7, 0.8, 0.8, 0.9), 〈(0.5, 0.6, 0.7, 0.8), 〈(0.4, 0.5, 0.5, 0.6),
(0.2, 0.3, 0.4, 0.5)〉 (0.1, 0.2, 0.3, 0.3)〉 (0.2, 0.3, 0.4, 0.5)〉 (0.4, 0.5, 0.5, 0.6)〉

Q7 〈(0.4, 0.5, 0.5, 0.6), 〈(0.7, 0.8, 0.8, 0.9), 〈(0.7, 0.8, 0.8, 0.9), 〈(0.7, 0.8, 0.8, 0.9),
(0.4, 0.5, 0.5, 0.6)〉 (0.1, 0.2, 0.3, 0.3)〉 (0.1, 0.2, 0.3, 0.3)〉 (0.1, 0.2, 0.3, 0.3)〉
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Table 3. Cont.

S1 S2 S3 S4

D3 Q1 〈(0.7, 0.8, 0.8, 0.9), 〈(0.7, 0.8, 0.8, 0.9), 〈(0.5, 0.6, 0.7, 0.8), 〈(0.8, 0.9, 1.0, 1.0),
(0.1, 0.2, 0.3, 0.3)〉 (0.1, 0.2, 0.3, 0.3)〉 (0.2, 0.3, 0.4, 0.5)〉 (0.0, 0.0, 0.1, 0.2)〉

Q2 〈(0.8, 0.9, 1.0, 1.0), 〈(0.7, 0.8, 0.8, 0.9), 〈(0.7, 0.8, 0.8, 0.9), 〈(0.7, 0.8, 0.8, 0.9),
(0.0, 0.0, 0.1, 0.2)〉 (0.1, 0.2, 0.3, 0.3)〉 (0.1, 0.2, 0.3, 0.3)〉 (0.1, 0.2, 0.3, 0.3)〉

Q3 〈(0.8, 0.9, 1.0, 1.0), 〈(0.5, 0.6, 0.7, 0.8), 〈(0.7, 0.8, 0.8, 0.9), 〈(0.7, 0.8, 0.8, 0.9),
(0.0, 0.0, 0.1, 0.2)〉 (0.2, 0.3, 0.4, 0.5)〉 (0.1, 0.2, 0.3, 0.3)〉 (0.1, 0.2, 0.3, 0.3)〉

Q4 〈(0.7, 0.8, 0.8, 0.9), 〈(0.5, 0.6, 0.7, 0.8), 〈(0.5, 0.6, 0.7, 0.8), 〈(0.7, 0.8, 0.8, 0.9),
(0.1, 0.2, 0.3, 0.3)〉 (0.2, 0.3, 0.4, 0.5)〉 (0.2, 0.3, 0.4, 0.5)〉 (0.1, 0.2, 0.3, 0.3)〉

Q5 〈(0.4, 0.5, 0.5, 0.6), 〈(0.5, 0.6, 0.7, 0.8), 〈(0.7, 0.8, 0.8, 0.9), 〈(0.7, 0.8, 0.8, 0.9),
(0.4, 0.5, 0.5, 0.6)〉 (0.2, 0.3, 0.4, 0.5)〉 (0.1, 0.2, 0.3, 0.3)〉 (0.1, 0.2, 0.3, 0.3)〉

Q6 〈(0.4, 0.5, 0.5, 0.6), 〈(0.7, 0.8, 0.8, 0.9), 〈(0.7, 0.8, 0.8, 0.9), 〈(0.4, 0.5, 0.5, 0.6),
(0.4, 0.5, 0.5, 0.6)〉 (0.1, 0.2, 0.3, 0.3)〉 (0.1, 0.2, 0.3, 0.3)〉 (0.4, 0.5, 0.5, 0.6)〉

Q7 〈(0.4, 0.5, 0.5, 0.6), 〈(0.7, 0.8, 0.8, 0.9), 〈(0.4, 0.5, 0.5, 0.6), 〈(0.7, 0.8, 0.8, 0.9),
(0.4, 0.5, 0.5, 0.6)〉 (0.1, 0.2, 0.3, 0.3)〉 (0.4, 0.5, 0.5, 0.6)〉 (0.1, 0.2, 0.3, 0.3)〉

Table 4. Aggregated decision matrix.

S1 S2 S3 S4

Q1 〈(0.73, 0.83, 0.87, 0.93), 〈(0.67, 0.77, 0.83, 0.90), 〈(0.63, 0.73, 0.77, 0.87), 〈(0.73, 0.83, 0.87, 0.93),
(0.07, 0.13, 0.23, 0.27)〉 (0.10, 0.17, 0.27, 0.33)〉 (0.13, 0.23, 0.33, 0.37)〉 (0.07, 0.13, 0.23, 0.27)〉

Q2 〈(0.70, 0.80, 0.90, 0.93), 〈(0.63, 0.73, 0.77, 0.87), 〈(0.70, 0.80, 0.80, 0.90), 〈(0.73, 0.83, 0.87, 0.93),
(0.07, 0.10, 0.20, 0.30)〉 (0.13, 0.23, 0.33, 0.37)〉 (0.10, 0.20, 0.30, 0.30)〉 (0.07, 0.13, 0.23, 0.27)〉

Q3 〈(0.67, 0.77, 0.83, 0.90), 〈(0.63, 0.73, 0.77, 0.87), 〈(0.77, 0.87, 0.93, 0.97), 〈(0.57, 0.67, 0.73, 0.83),
(0.10, 0.17, 0.27, 0.33)〉 (0.13, 0.23, 0.33, 0.37)〉 (0.03, 0.07, 0.17, 0.23)〉 (0.17, 0.27, 0.37, 0.43)〉

Q4 〈(0.57, 0.67, 0.73, 0.83), 〈(0.67, 0.77, 0.83, 0.90), 〈(0.70, 0.80, 0.90, 0.93), 〈(0.73, 0.83, 0.87, 0.93),
(0.17, 0.27, 0.37, 0.43)〉 (0.10, 0.17, 0.27, 0.33)〉 (0.07, 0.10, 0.20, 0.30)〉 (0.07, 0.13, 0.23, 0.27)〉

Q5 〈(0.40, 0.50, 0.50, 0.60), 〈(0.53, 0.63, 0.67, 0.77), 〈(0.50, 0.60, 0.60, 0.70), 〈(0.70, 0.80, 0.80, 0.90),
(0.40, 0.50, 0.50, 0.60)〉 (0.23, 0.33, 0.40, 0.47)〉 (0.30, 0.40, 0.43, 0.50)〉 (0.10, 0.20, 0.30, 0.30)〉

Q6 〈(0.43, 0.53, 0.57, 0.67), 〈(0.63, 0.73, 0.77, 0.87), 〈(0.53, 0.63, 0.67, 0.77), 〈(0.50, 0.60, 0.60, 0.70),
(0.33, 0.43, 0.47, 0.57)〉 (0.13, 0.23, 0.33, 0.37)〉 (0.23, 0.33, 0.40, 0.47)〉 (0.30, 0.40, 0.43, 0.50)〉

Q7 〈(0.43, 0.53, 0.57, 0.67), 〈(0.63, 0.73, 0.77, 0.87), 〈(0.50, 0.60, 0.60, 0.70), 〈(0.70, 0.80, 0.80, 0.90),
(0.33, 0.43, 0.47, 0.57)〉 (0.13, 0.23, 0.33, 0.37)〉 (0.30, 0.40, 0.43, 0.50)〉 (0.10, 0.20, 0.30, 0.30)〉

For example, the aggregated decision value of supplier S1 with respect to criterion Q1 was
computed by arithmetic mean as,

1
3
[0.8, 0.7, 0.7] = 0.73,

1
3
[0.9 + 0.8 + 0.8] = 0.83,

1
3
[1.0 + 0.8 + 0.8] = 0.87,

1
3
[1.0, 0.9, 0.9] = 0.93,

1
3
[0.0, 0.1, 0.1] = 0.07,

1
3
[0.0 + 0.2 + 0.2] = 0.13,

1
3
[0.1 + 0.3 + 0.3] = 0.23,

1
3
[0.2, 0.3, 0.3] = 0.27.

Step 3. In this step, a simple decision matrix consisting of real numbers as entries was constructed for
further calculations by using the ranking function of bipolar fuzzy numbers. Equation (2) was
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applied to the entries of Table 1, and the bipolar fuzzy numbers were converted to crisp values,
which are shown in matrix T.

T =

S1 S2 S3 S4





Q1 0.635 0.555 0.455 0.635
Q2 0.665 0.455 0.525 0.635
Q3 0.555 0.455 0.740 0.370
Q4 0.370 0.555 0.665 0.635
Q5 0.000 0.277 0.177 0.525
Q6 0.100 0.455 0.277 0.177
Q7 0.100 0.455 0.177 0.177

.

For instance, t11 is the performance value of supplier S1 on the basis of criterion Q1, which was
calculated as follows:

t11 =
([0.73 + 0.83 + 0.87 + 0.93

4
]
+
[−0.73− 0.83 + 0.87 + 0.93

2
])

−
([0.07 + 0.13 + 0.23 + 0.27

4
]
+
[−0.07− 0.13 + 0.23 + 0.27

2
])

= (0.84 + 0.12)− (0.175 + 0.15) = 0.635.

Step 4. The decision matrix T was used to determine the deviation of each alternative towards the other
alternatives with respect to all criteria. The deviations were calculated by using Equation (3),
and the results are shown in Table 5.

Table 5. Deviation of alternatives with respect to criteria.

Q1 Q2 Q3 Q4 Q5 Q6 Q7

S1S2 0.08 0.21 0.1 −0.185 −0.277 −0.355 −0.355
S1S3 0.18 0.14 −0.185 −0.295 −0.177 −0.177 −0.077
S1S4 0.0 0.03 0.185 −0.265 −0.525 −0.077 −0.077
S2S1 −0.08 −0.21 −0.1 0.185 0.277 0.355 0.355
S2S3 0.1 −0.07 −0.285 −0.11 0.1 0.178 0.278
S2S4 −0.08 −0.18 0.085 −0.08 −0.248 0.278 0.278
S3S1 −0.18 −0.14 0.185 0.295 0.177 0.177 0.077
S3S2 −0.1 0.07 0.285 0.11 −0.1 −0.178 −0.278
S3S4 −0.18 −0.11 0.37 0.03 −0.348 0.1 0.0
S4S1 0.0 −0.03 −0.185 0.265 0.525 0.077 0.077
S4S2 0.08 0.18 −0.085 0.08 0.248 −0.278 −0.278
S4S3 0.18 0.11 −0.37 −0.03 0.348 −0.1 0.0

Step 5. A preference function is required for the implementation of the PROMETHEE method.
The preference function was used to define the deviation of any pair of alternatives on the
basis of each criterion. In this step, the usual criterion preference function was used as defined in
Definition 5, and the results are summarized in Table 6.
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Table 6. Usual criterion preference function.

Q1 Q2 Q3 Q4 Q5 Q6 Q7

S1S2 1 1 1 0 0 0 0
S1S3 1 1 0 0 0 0 0
S1S4 0 1 1 0 0 0 0
S2S1 0 0 0 1 1 1 1
S2S3 1 0 0 0 1 1 1
S2S4 0 0 1 0 0 1 1
S3S1 0 0 1 1 1 1 1
S3S2 0 1 1 1 0 0 0
S3S4 0 0 1 1 0 1 0
S4S1 0 0 0 1 1 1 1
S4S2 1 1 0 1 1 0 0
S4S3 1 1 0 0 1 0 0

Step 6. The weights of criteria specify the importance of each criterion towards the alternatives of the
problem. In this method, the entropy weight information technique is used to calculate the
normalized weights of criteria. The first step of this technique is the computation of projection
values of criteria in order to normalize the decision values of criteria. The projection values for all
criteria were calculated using Equation (4), and the results shown in Table 7. For example, P(11)
is the projection value of criterion Q1 regarding the supplier S1 and was calculated as follows:

P(11) =
0.635

0.635 + 0.555 + 0.455 + 0.635
= 0.279.

The entropy value and the degree of divergence for each criterion were calculated by using the
projection values given in Table 7, and deploying Equations (5) and (6), respectively, which were
further utilized to determine the normalized weights of criteria. The results of entropy values,
degrees of divergence, and weights of criteria are respectively shown in Table 8.

Table 7. Projection values of criteria.

P(αβ) Q1 Q2 Q3 Q4 Q5 Q6 Q7

S1 0.279 0.292 0.262 0.166 0.0 0.099 0.11
S2 0.243 0.20 0.215 0.249 0.283 0.451 0.501
S3 0.20 0.230 0.349 0.299 0.181 0.275 0.195
S4 0.279 0.279 0.175 0.285 0.536 0.175 0.195

Table 8. Entropy value, divergence, and weights of criteria.

Q1 Q2 Q3 Q4 Q5 Q6 Q7

E(β) 0.99 0.99 0.98 0.98 0.72 0.90 0.88
div(β) 0.01 0.01 0.02 0.02 0.28 0.10 0.12
w(β) 0.02 0.02 0.04 0.04 0.50 0.18 0.21

Step 7. In this step, the multi-criteria preference index of each alternative is calculated, taking into account
the weight criteria. The preference index of each alternative shows the value of preference of a
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supplier over other suppliers. The values of multi-criteria preference index were computed using
Equation (9), and the results are summarized in Table 9.

Table 9. Multi-criteria preference index.

Suppliers S1 S2 S3 S4

S1 − 0.08 0.04 0.06

S2 0.93 − 0.91 0.43

S3 0.97 0.10 − 0.26

S4 0.93 0.58 0.54 −

Step 8. This step concludes the whole procedure and the partial as well as net flows of alternatives are
computed.

(i) Positive and negative flows of alternatives (PROMETHEE I).

The outgoing and incoming flows of alternatives are obtained which are positive and
negative outranking flows, respectively. The positive outranking flow of an alternative
determines how an alternative dominates all other alternatives and the negative flow shows
how an alternative is dominated by all other alternatives. Equations (10) and (11) were used
to calculate the outgoing and incoming flows of each alternative, and the results are given
in Table 10. The partial ordering of suppliers was then obtained by taking the intersection of
preorders P+ and P−, which is given as follows:

S2P1S1, S2P1S3, S3P1S1, S4P1S1, S4P1S3,

and the partial results of PROMETHEE I are illustrated in Figure 5.

S4 S2

S3

S1

Figure 5. Partial PROMETHEE I relations.

Table 10. Outgoing and incoming flow.

Suppliers ξ+(Sα) ξ−(Sα)

S1 0.060 0.943

S2 0.757 0.253

S3 0.443 0.497

S4 0.683 0.25

The results of positive outranking flow show that the supplier S2 is most preferable with
greatest outgoing flow rate and determine that the supplier S2 is more dominant over all
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other suppliers. On the other hand, the negative outranking flow shows that the supplier S4

is less dominated by all other suppliers with minimum incoming flow value. These results
are not able to compare all the alternatives nor to determine the most suitable supplier. For
this reason, we need to calculate the net outranking flow of suppliers to obtain the complete
preference of suppliers in the next step.

(ii) Net flow of alternatives (PROMETHEE II).

The net flow of each alternative was calculated by using Equation (15), which is the
combination of positive and negative flows. The net outranking flow provides the complete
ranking of alternatives by avoiding the incomparability. The results of the net flow
of alternatives are shown in Table 11. These results can be justified by sketching the
PROMETHEE diamond, which is a chart used to elaborate the results of PROMETHEE
I and PROMETHEE II simultaneously. The positions of suppliers or complete ranking
(PROMETHEE II) as well as the outgoing and incoming flows are also displayed in Figure 6.

Table 11. Net flow of suppliers.

Suppliers ξ(Sα)

S1 −0.883

S2 0.504

S3 −0.054

S4 0.433

The net flow determines the complete ranking of suppliers in descending order. According
to the results of Table 11 and the positions of suppliers in Figure 6, supplier S2 is the most
preferable alternative and the ordering of alternatives is S2 � S4 � S3 � S1.

+1.0

−1.0

0.0

S2

S4

S3

S1

Figure 6. PROMETHEE diamond.
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4. Comparative Study

The PROMETHEE method has the advantage of choosing or adopting different preference functions
for all criteria. In Section 3, the usual criterion preference function was applied to all criteria and the
ordering of green suppliers was obtained. In this section, the level and linear criteria preference functions
are used for green supplier selection in order to make a comparison of the results of the PROMETHEE
method. The preference functions were selected according to the nature or type of criteria. For example,
the linear preference function was adopted for criterionQ1 (Cost of products), as the linear function is best
adapted for quantitative criteria. The level criterion preference function is suitable for benefit or qualitative
criteria, that is, Q2 (Quality of products). The construction of the decision matrix and the calculation of
weights were the same as computed in Section 3, so we move on to Step 5.

Step 5. In this step, the combination of level and linear preference functions were adopted for conflicting
criteria. The list of all criteria and their corresponding preference functions is given in Table 12.

Table 12. Preference functions corresponding to criteria.

Criteria Preference Function

Cost of products (Q1) Linear

Quality of products (Q2) Level

Services (Q3) Level

Delivery (Q4) Level

Pollution control (Q5) Level

Environmental management system (Q6) Level

Green packaging (Q7) Level

The linear preference function has a preference threshold value and the level function evaluates
the criteria on the basis of preference and indifference threshold values, which are given by
decision makers. In this multi-criteria decision-making problem, the indifference and preference
threshold values were considered as 0.05 and 0.1, respectively, for both linear and level preference
functions. The deviations between every pair of alternatives were obtained using Equations (6)
and (7), and the results are shown in Table 13.

Table 13. Linear and level criteria preference function.

Q1 Q2 Q3 Q4 Q5 Q6 Q7

S1S2 1 1 0.5 0 0 0 0
S1S3 1 0.5 0 0 0 0 0
S1S4 0 0 1 0 0 0 0
S2S1 0 0 0 1 1 1 1
S2S3 1 0 0 0 0.5 1 1
S2S4 0 0 0.5 0 0 1 1
S3S1 0 0 1 1 1 1 0.5
S3S2 0 0.5 1 0.5 0 0 0
S3S4 0 0 1 0 0 0.5 0
S4S1 0 0 0 1 1 0.5 0.5
S4S2 1 1 0 0.5 1 0 0
S4S3 1 0.5 0 0 1 0 0
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Step 6. The normalized weights given in Table 8, which were calculated in Step 6 of Section 3, were used
to make a comparison.

Step 7. The multi-criteria preference indices were calculated using Equation (9), and the outcomes are
shown in Table 14.

Table 14. Multi-criteria preference index.

Suppliers S1 S2 S3 S4

S1 − 0.06 0.03 0.04

S2 0.93 − 0.66 0.41

S3 0.865 0.07 − 0.13

S4 0.735 0.56 0.53 −

Step 8. The partial and net flows are determined in this step.

(i) The positive and negative outranking flows of the suppliers were computed by deploying
the Equations (10) and (11), respectively. The respective results of outgoing and incoming
flows for PROMETHEE I are shown in Table 15.

Table 15. Outgoing and incoming flow.

Suppliers ξ+(Sα) ξ−(Sα)

S1 0.0433 0.8433

S2 0.667 0.23

S3 0.355 0.4067

S4 0.6083 0.1933

The partial ordering of suppliers was then obtained by taking the intersection of preorders
P+ and P−, which is given as follows:

S2P1S1, S2P1S3, S3P1S1, S4P1S1, S4P1S3,

and the partial results of PROMETHEE I are illustrated in Figure 7.

S4 S2

S3

S1

Figure 7. Partial PROMETHEE I relations.

(ii) The net outranking flow of each alternative was calculated by deploying Equation (15), and
the results of PROMETHEE II are given in Table 16.
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Table 16. Net flow of suppliers.

Suppliers ξ(Sα)

S1 −0.80

S2 0.437

S3 −0.0517

S4 0.415

It can be clearly seen that supplier S2 is chosen as the most preferable alternative under the
combination of linear and level preference functions and the suppliers can be ordered as
S2 � S4 � S3 � S1.

5. Discussion and Conclusions

In this article, an outranking technique was proposed to obtain the partial and complete ordering
of suppliers using green packaging. Different types of preference functions were used for computations
in order to make a comparison of PROMETHEE behavior under different preference functions. Firstly,
the usual criterion preference function was used to find the net flows and ranking of alternatives, as it
is considered as the simplest function and is easy to apply. Then, the combination of linear and level
preference functions was employed to obtain the net outranking flows and the ordering of alternatives.
The final ranking of suppliers by PROMETHEE using different preference functions are given in Table 17.
It can be easily seen that the supplier S2 was chosen as best for both functions. Furthermore, the results or
net outranking flows of suppliers under both preference functions are summarized and shown in Figure 8.

Table 17. Final ranking of suppliers.

Suppliers Usual Criterion Linear and Level Criteria
Preference Function Preference Functions

Supplier S1 4 4

Supplier S2 1 1

Supplier S3 3 3

Supplier S4 2 2

The PROMETHEE is an outranking class of multi-criteria decision analysis methods which rank
alternatives on the basis of conflicting criteria. PROMETHEE is easy to apply and understand due to
its simple conception and computations. The PROMETHEE I gives the partial ordering of alternatives
based on the positive and negative outranking flows, as it contains the preferences, indifferences, and
incomparabilities. Whereas, the PROMETHEE II provides the complete ordering of alternatives in the
descending order of net flow values. In the literature, different types of preference functions of criteria
have been defined and utilized according to the nature of the criteria. In this study, we investigated the
green suppliers on the basis of seven types of environmental and economical criteria by a group of three
decision makers. We used different preference functions to examine the influence and impact of these
preference functions on ranking. The results clearly show that there was no significant impact of these
preference functions on the final selection or ranking.

This research analysis has some limitations, especially in the choice of preference functions and their
arithmetic functions. This study is restricted to three types of preference function. In future work, it could
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be extended to other types of preferences or with a modified preference function. The subtraction arithmetic
function was used to calculate the net flows of alternatives, which is very simple and straightforward.
Different types of arithmetic operations or distances could be implied in the future.

0

0.4

0.6

0.8

1.0

0.2

−0.2

−0.4

−0.6

−0.8
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Usual function
Linear and
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Figure 8. Comparison between the net flows of different preference functions.
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