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Abstract: This paper developed a set of size detection systems with a computer vision method
based on the accuracy requirements of the hole saw caps to meet the needs of the accuracy detection
machine. The results allow manufacturers to build a digitalized hole saw cap detection system at a
low cost. We have designed a measurement system for the hole saw caps with the computer vision
method to measure the dimensions of the hole saw caps. However, a valid measurement value
of the hole saw caps must be positioned symmetrically. However, in fact, when the measurement
system is positioned accurately asymmetrically, it will cause a problem in the measurement data.
Therefore, the dark box environment made of a light source and the back plate of the hole saw caps
material and two cameras are employed to observe the hole saw caps from both above and the side
views. Then, personal desktop computers calculate the size of the hole saw caps based on the camera
screen vision with a Python program. The results of the proposed methodology are obtained by
measuring 10 workpieces of different sizes, and all the errors within a range of 2 pixels (pixel, px)
met the detection standards. Therefore, the developed hole saw cap detection system is in line with
expectations.

Keywords: workpiece; hole saw caps; digital optical inspection system

1. Introduction

In recent years, with the analysis of huge amounts of data and the popularization
of Industry 4.0 and IoT (Internet of things) devices, various traditional factories have
kept up with this wave, hoping to create greater benefits for enterprise, and to achieve
data before analysis, one must have the ability to digitize the product. Hole saw caps
(hole saw caps) are currently measured manually, so this paper attempts to develop an
optical inspection system for the hole saw back caps, hoping to quickly saw the holes in a
convenient way. The manufacturer currently uses optical instrument projection and some
jigs to measure the size. This process requires a lot of manual processing and will take a lot
of time. Therefore, the manufacturer hopes that the operation process can be as simple and
fast as possible to saw the size data of the hole saw caps. The size and information of the
cover are digitized to facilitate subsequent product analysis and product history and for
other purposes. In addition, the development of a measurement system of the hole saw
caps requires all measurement subjects to be constructed symmetrically and harmoniously
in order to pursue the overall optimization of the hole saw cap measurement data.

In this research, we designed and produced a special optical measurement platform
for the hole saw caps. This research uses Solidworks to design the optical platform
mechanism [1], design the machine structure on Solidworks, and communicate with the
manufacturer after the design is completed with regard to whether the steps, accuracy, and
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structure of the optical inspection platform meet the requirements of the manufacturer. The
software tools consist of the programming languages C [2] and Python; Python packages
NumPy [3], Matplotlib, SciPy, imutils, and Cloudan; database CouchDB [4]; computer
vision libraries OpenCV and Atom IDE (integrated development environment); and git
management software GitKraken [5]. The tools include the power supply RIGOL DP832,
a desktop computer, a monitor, a light source for inspection, a paper box, a C920 camera,
and a vernier caliper. These tools are used for writing hole saw cap measurement pro-
grams and combine the mechanisms of inspection to achieve the goal of the hole saw cap
measurement system.

Automated optical inspection (AOI) is a technology based on machine vision as the
inspection standard. The composition of the AOI inspection system is divided into six
parts—camera, lens, light source, computer, mechanism, and electronic control—along
with appropriate image processing algorithms to achieve the goal [6]. Before selecting
hardware, we must first set up the AOI workflow to understand the working distance, field
of view (FOV), camera frame rate (frames per second, FPS), focus length (FL), depth of field
(DOF), aperture, sensor size, sensor pixel size, magnification, resolution, lens mount, and
camera calibration. When a physical object is captured by a camera as a 2D plane image
at a certain point in the 3D space, optical aberration is caused by refraction. At this time,
camera correction is required to correct the aberration generated during the projection
process. Common aberration types include spherical aberration, coma, astigmatism, field
curvature, and distortion [7]. Distortion can be divided into two types according to the
axial direction, radial distortion, and tangential distortion. There are only two ways to
correct distortion. One is to replace the lens with a telecentric lens to remove the distortion
through optical means, and the other is to use mathematical means to remove the distortion.
In the future, we will use both. The Zhang calibration method was mainly used to correct
radial distortion and does not include tangential distortion [8]. Before the calibration
method in [8] was introduced, the existing calibration methods were roughly divided into
two categories. The first is photogrammetric calibration, which uses a calibration object of
known shape and size to calibrate the camera. This method requires expensive calibration
equipment to be achieved. The second is the self-calibration method. This method requires
moving the camera in a static scene, taking multiple pictures, and then calibrating using a
non-linear method. Although this method is convenient, it has poor robustness and low
accuracy. The calibration method in [8] solves the above problems. It is easy to use and has
high accuracy. One only needs to print out the chessboard and paste it on a flat surface
or directly take the real chessboard, and one can perform the calibration. The calibration
process is quite easy. The chessboard swinging multiple angles in front of the camera
is taken side by side, and then the coordinates of the chessboard on the photo are input
into the algorithm to obtain the data required for correction. OpenCV has already written
Zhang’s calibration algorithm [9]. In OpenCV, with the function name calibrate-Camera
(this is the camel case naming method, which is often used for program function name
naming), the user only needs to set up the camera and obtain the chessboard with it. The
size of the picture, the coordinates of the chessboard in the photo, and the specifications of
the chessboard can be used to obtain calibration data using the calibrate-Camera function.
In the field of mathematical numerical analysis, interpolation is a process or method of
inferring new data points within a range through known, discrete data points. In this
paper, we try to use interpolation for lens correction and compare Newton polynomials,
Lagrange polynomials, and cubic interpolation. Based on the above, we have developed
and designed a measurement system for the hole saw caps, which uses the computer vision
method to measure the dimensions of the hole saw caps. The dark box environment is
made of a light source and the back plate of the hole saw cap material, and two cameras
are used to observe the hole saw caps from above and from the side. A personal desktop
computer obtains the camera screen and uses the Python program to calculate the size of
the hole saw caps and to display the measurement results. Recently, Nieslony et al. [10]
have focused on research problems related to the surface topography and metrological
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problems after the drilling process of explosively cladded Ti–steel plates. However, the
author evaluated the results of the topography of the material after the drilling process
based on mechanical and electromagnetic methods. In the literature [11], the authors
have considered a comparative analysis of the Sensofar S Neox 3D optical profilometer,
Alicona Infinite Focus SL optical measuring system, and a digital Keyence VHX-6000
microscope on assessing the surface topography of the Ti6Al4V titanium alloy after finish
turning under dry machining conditions. However, the surface topography of the materials
has been evaluated in many studies, which often used different devices with different
measuring methods. Therefore, it is impossible to compare the measuring equipment and
techniques used.

Finally, we used the developed measuring system for the hole saw caps to measure
the hole saw caps to verify the usability and effectiveness of the developed measurement
system. Firstly, RIGOL DP832 is a programmable three-channel linear DC power supply
(30V/3A*2, 5V/3A*1). It can supply the light source power of the detection system, and
the voltage and current can be adjusted on the control panel to adjust the light source. The
light source uses Eddie Vision Technology’s ring-shaped light source RI-140-45 green light
and the backlight light source FL250-150 green light. Both of these light sources can be
controlled by voltage. The computer specifications used in this study are an i5-9400 CPU
(central processing unit), 32 GB (gigabytes) of memory, and the win10 21H1 operating
system. The screen is a BenQ GL2580. The camera uses Logitech’s C920 camera. The
camera has the UVC (USB video class) protocol that OpenCV supports. We can directly use
the computer to execute OpenCV to control the camera’s exposure, resolution, transmission
format, and other parameters. Although the 1920 × 1080 resolution of this camera is not
enough for the inspection of the hole saw caps, the price is relatively low, and it is suitable
for the prototype development of the hole saw cap measurement system. The vernier
caliper is a tool for measuring the length of the workpiece, which can measure the length
unit at the millimeter level. The method of use is to use the outer fixed surface on the
caliper to measure the inner diameter, the inner fixed surface to measure the outer diameter,
and the depth rod to measure the depth. In this study, the measuring tool described
above will be used as the measurement standard to determine that the measurement result
of the hole saw cap optical measurement system is accurate. However, the errors are
all within the range of 2 pixels (1 pixel is equal to 0.07 mm), which meets the detection
standards. We have developed a system that saves manpower and does not use jigs for
direct measurement. Furthermore, we provide relevant industries with a suitable price
(under USD 3000) and easy-to-use hole saw cap inspection methods.

2. Materials and Methods
2.1. Hole Saw Caps

A hole saw is a tool that can be installed on a drill bit and cut a circular incision into
sheet metal. Hole saw caps have one hole and four through holes (PIN holes). Hole saw
caps are formed by welding a saw blade on the hole saw caps. It can be seen from an
obliquely upward angle that the saw blade has inclined grooves to carry dust out [12]. The
holes in the hole saw caps are used to fix the circular cavity saw on the hexagonal drill
shaft. The hexagonal drill shaft can push the pin forward through the screw mechanism.
When the circular hole saw is locked on the hexagonal drill shaft, the pin can be pushed in
and fixed, and the combined hole saw cap can be fixed on the electric drill for cutting.

2.2. Interpolation

In the field of mathematical numerical analysis, interpolation is a process or method of
inferring new data points within a range through known, discrete data points [13]. In this
paper, we try to use interpolation for lens correction and compare Newton polynomials,
Lagrange polynomials, and cubic interpolation.
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2.2.1. Newton Interpolation

Consider a set of continuation points with k + 1 numbers:

(x0, y0), · · · ,
(

xj, yj
)
, · · · , (xk, yk) (1)

No two in the set are the same. Then, the Newton interpolation polynomial is

N(x) =
k

∑
j=0

ajnj(x) (2)

Then, the expression of Newton’s basic polynomial is

nj(x) =
j−1

∏
j=0

x− xj (3)

where j > 0 and n0(x) = 1.

2.2.2. Lagrange Interpolation

Consider a set of continuation points with k + 1 numbers:

(x0, y0), · · · ,
(
xj, yj

)
, · · · , (xk, yk) (4)

If no two in the set are the same, then the Lagrange interpolation polynomial is

L(x) =
k

∑
j=0

ajnj(x) (5)

Then, the expression of Newton’s basic polynomial is

lj =
j−1

∏
i=0, i 6=j

x− xi
xj − xi

=
x− x0

xj − x0
· · ·

x− xj−1

xj − xj−1

x− xj+1

xj − xj+1
· · · x− xk

xj − xk
(6)

2.2.3. Cubic Spline Interpolation

For a set of n + 1 continuous point data sets, cubic spline interpolation can be used.
Assume that

S(x) =


S0(x), x ∈ [x0, x1]
S1(x), x ∈ [x1, x2]

...
Sn−1(x), x ∈ [xn−1, xn]

(7)

There is another function f that can pass through the data set {xi}, where

S(xi) = f (xi) (8)

Si−1(xi) = Si(xi), i = 1, · · · , n (9)
.
Si−1(xi) =

.
Si(xi) (10)

..
Si−1(xi) =

..
Si(xi), i = 1, · · · , n (11)

Therefore, each cubic polynomial requires four conditions to be established. For the n
cubic polynomials that make up S, 4n conditions are required to determine it. The interpola-
tion characteristic gives n + 1 conditions, and the internal data points give n + 1− 2 = n− 1
conditions: a total of 4n− 2 conditions. The other two conditions require different condi-
tions to be used in different situations. There are three types of boundary lines for the cubic
spline difference: natural spline, clamped spline, and not-a-knot.
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If it is a natural boundary, specify that the two derivatives of the two endpoints are 0,
that is, ..

S(x0) = 0,
..
S(xn) = 0 (12)

If it is a fixed boundary, specify the first derivative of the endpoint as A and B, that is,

.
S(x0) = A,

.
Sn−1(xn) = B (13)

If it is a non-nodal boundary, make the value of the third derivative equal to the value
of the third derivative of, and the value of the third derivative of is equal to the value of
the third derivative of, that is,

...
S0(x0) =

...
S1(x1),

...
Sn−2(xn−1) =

...
Sn−1(xn) (14)

2.3. Four-Point Perspective Transformation

Perspective transformation (perspective transformation) refers to the use of the three-
point collinear condition of the perspective center, the image point, and the target point
to rotate the bearing surface (perspective surface) around the trace (perspective axis) by a
certain angle according to the perspective rotation law. The original projection light beam
is destroyed, and the constant transformation of the projection geometry on the shadow-
bearing surface is still maintained. In short, it is to project a plane onto a specified plane
through a projection matrix [14]. The perspective transformation formula is as follows:

[
x′ y′ z′

]
= [u v w]

 a11 a12 a13
a21 a22 a23
a31 a32 a33

 (15)

where u and v are the original picture, and the picture has no depth; thus, w = 1. Use the
perspective transformation matrix of the plane to obtain the projected [x′ y′ z′].

2.4. HSV Color Space

HSV refers to hue, saturation, and value, respectively. It is a cylindrical color space.
Compared with the traditional RGB method, HSV is more in line with human visual
representation. The color space is as follows in Figure 1. This research can use this color
space to filter the color space blocks needed. As shown in Figure 2, the brown in the
background is cut out. The binarization diagram of the back cover of the hole saw caps to
be measured is divided to facilitate the measurement of the size, as shown in Figure 2.
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3. Results
3.1. Detection Systems

In order not to be affected by external ambient light, the detection system is designed
with a dark box environment to keep the internal light source environment stable. The
inside of the detection system is shown in Figure 3 with two Logitech C920 Pro cameras
in the red area, and a white ring light source on the upper left. The orange area with a
piece of background paper is in the pink area on the right, the purple area is the detection
platform, and the light blue area is the green backplane light source.
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Figure 3. Inside the inspection system.

In Figure 4, the detection system camera in the red frame is connected to the desktop
computer, the camera image can be sent to the computer for processing and analysis (the
yellow frame in Figure 4), and the results are displayed on the screen (the blue frame). The
light source power of the inspection mechanism is provided by the programmable power
supply RIGOL DP832, as shown in Figure 5.
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3.1.1. Camera

Two Logitech C920 Pro cameras are installed in the red circle as shown in Figure 3.
One is placed on the top to look at the workpiece from the top, and the other looks at the
workpiece from the side. The two lenses look at each other at 90◦. The specifications of
the C920 Pro camera are shown in Table 1. The diagonal field of view (dFOV) is 78◦, and
the resolution is 1920 × 1080. The horizontal and vertical viewing angles can be obtained
by the following conversion formula, where dFOV (Df ), Ha is the horizontal resolution
(known value), and Va is the vertical resolution (known value).

Taking Ha = 1920, Va = 1080, and Df = 78◦ into consideration, the horizontal viewing
angle Hf is 70.42796571601109◦, and the vertical viewing angle Vf is 43.30672187287323◦.

Da =
√

Ha2 + Va2, Da = tan(
D f
2

) (16)

D f = tan−1(2Da) (17)

H f = tan−1 2[tan(
D f
2

) · Ha
Da

] (18)
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V f = tan−1 2[tan(
D f
2

) · Va
Da

] (19)

The hole of the detection platform in Figure 6 needs to be able to easily put in and
take out the object to be tested with one hand, so it is necessary to reserve a certain
amount of operating space. A height of about 10 cm can achieve this purpose through the
experiment. Because the above needs to maintain a certain operating height, the working
distance (WD) of the lens is set to 10 cm. Then, the object to be measured is placed on
the detection platform, the size is measured optically to obtain the pixel (px) value of
the size, and then the actual size is measured with a vernier caliper. After dividing the
two values, the corresponding accuracy per pixel can be obtained. After calculation, the
accuracy per pixel is 7.071688942891859. The detection accuracy of this study requires
seven items in the minimum tolerance range. It needs to be at least three times the unit
to meet the requirements of the accuracy: 7 divided by 3 equals 2.333. If we want to use
higher accuracy in a formal working environment, the manufacturer must replace it with a
higher-level camera.

Table 1. Camera C920 Pro specifications.

dFOV (Diagonal field of view) 78◦

Maximum resolution 1920 × 1080

FPS (frame per second) 60

Lens type Glass

Focus method Variable focus

Transfer method USB-A

Support agreement UVC (USB video class)
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3.1.2. Detection Platform

The inspection platform in Figure 7 is mainly composed of an aluminum extrusion
and 29 cm long, 24 cm wide, and 5 mm thick glass. The platform is designed to use hexagon
socket screws with heads on the aluminum extrusions at the four corners. This design
allows us to use the rotating screw to adjust the height and use the spirit level to correct the
level of the glass platform. The verticality and horizontality of the lens are first corrected
by the aluminum extrusion to keep it level, then the glass is pressed against the aluminum
to form a flat surface, and then the C-clamps and clamps are used to position the camera
close to the glass surface.
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Figure 7. Glass platform.

In addition, we can also see that in addition to the workpiece to be tested on the glass
platform, there are several rectangular glass pieces on the top, as shown in Figure 8. This
is a specially designed combination set of glass pieces; these glass pieces are used to lean
against the right side and bottom of the glass platform in Figure 7 and are measured, and
then, when the workpiece is leaning on these glass sheets, the center of the workpiece
can be kept in the middle of the visible range of the camera on the top of Figure 3 as
much as possible. The principle that this set of special-sized glass pieces can keep the
workpiece in the middle of the camera’s visible range is based on the file permission design
of the Linux operating system. Linux file permissions are divided into three types: read,
write, and execute. Their respective permission scores are 4 for reading, 2 for writing,
and 1 for execution. If we want to give a file permission to read and execute, we add up
their permission scores: 4 + 2 is 6. Similarly, if the file permission is given to be read and
executed, then the file permission is 2 + 1, which is equal to 3. This is the minimum number,
and the number of the key can represent the way of authority.

The detailed specifications of this set of glass sheets are shown in Table 2. Under the
same principle, it is known that the largest outer diameter of the workpiece we want to
inspect is 6 cm, and the smallest outer diameter is 4 cm. This set of glass sheets has been
proven to be able to transfer the largest outer circle of 4 ~6 CM workpieces, all of which
can be kept in the middle of the camera’s visible range.

Originally, acrylic material was used as the detection platform. Later, it was discovered
that the workpiece to be tested would sag and cause inaccurate measurement after being
put down. Therefore, 5 mm thick glass was used as the platform. After experiments, it was
confirmed that the platform depression problem was solved.
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Table 2. Glass sheet specifications.

Specification (CM) Quantity

15 × 7 1

13 × 11 1

11 × 5 1

11 × 5 1

11 × 4 2

11 × 3 6

11 × 2 2

11 × 1.5 3

11 × 1.4 3

11 × 1.3 3

11 × 1.2 3

3.1.3. Light Source

Some light sources in the laboratory are shown in Figure 9, which are a green backplane
light source, a green ring light source, and a white ring light source. Machine vision light
source notes [15] pointed out that if it is a silver metal object, green light and blue light are
better choices, so we chose green light for our backplane light source.

The green backplane light source is placed at the light blue position in Figure 3. After
experiments, as shown in Figure 10, it can be found that the contrast at the edge of the
workpiece is very high, which is suitable for diameter size discrimination.

Inside the inspection system, at the red circle on the left side of Figure 3, there is a
camera looking at the workpiece from the side. Since the hole saw cap is made of metal, it
will be shown in Figure 11. The hole saw cap (left side of Figure 11) reflects green light.
Therefore, the complementary colors of green and orange are used for the background
plate to enhance the contrast and facilitate obtaining the size of the workpiece later.
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3.2. Inspection Process

The manufacturer currently uses optical instrument projection and some jigs to mea-
sure the size. This process requires a lot of manual processing and will take a lot of time.
Therefore, the manufacturer hopes that the operation process can be as simple and fast as
possible to digitize the size of the hole saw caps. We have developed a system that saves
manpower and does not use jigs for direct measurement. Figure 12 shows the detection
mechanism from the outside to the inside.
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Therefore, a convenient process is proposed here as shown in Figure 13. After the
experiment, if the burr trimming and the time of CouchDB, the light source, and camera
initialization are not considered, the detection process only takes 10 s.
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3.3. Program Structure

As shown in Figure 14 above, the discrimination system requires the side camera and
the top camera to start the program at the same time to operate.

Symmetry 2021, 13, x FOR PEER REVIEW 14 of 30 
 

 

3.3. Program Structure 
As shown in Figure 14 above, the discrimination system requires the side camera and 

the top camera to start the program at the same time to operate. 

 
Figure 14. (a) Side camera program; (b) upper camera program. 

  

Figure 14. (a) Side camera program; (b) upper camera program.

3.4. Camera Calibration Method

Following the introduction of camera calibration, this study uses OpenCV’s findChess-
boardCornersSB function to perform chessboard positioning, then uses calibrateCamera
to generate the required data, and then uses getOptimalNewCameraMatrix to eliminate
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distortion. After the initial calibration, the red graph paper with equal intervals is placed
on the detection platform, the red graph paper is pressed with the glass to make it flat
against the detection platform, and then the calibration results are observed. The results
are shown in Figure 15, with the blue box on the left. The internal standard vertical red
line does not align with the lines of the red graph paper, indicating that the calibration
has failed.
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Figure 15. The red graph paper after the first calibration.

The application of the corrected getOptimalNewCameraMatrix function is canceled,
and the original image aberrations are observed to obtain the distortion trend diagram in
Figure 16. In Figure 16a, with regard to the deviation trend, it can be seen that in the first
and fourth quadrants, it is normal. In the second quadrant, the upper line has a tendency of
clockwise deflection. In the third quadrant, the lower the line, the more counterclockwise
deflection tends to be. In Figure 16b, the deviation trend is only in the third quadrant,
which is a normal straight line. The first and fourth quadrants deflect clockwise as they go
to the right, and the second quadrant deflects counterclockwise as it goes to the left.
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In order to obtain the exact value of distortion deflection, the red graph paper is
changed to a 43 × 23 checkerboard chart dedicated to findChessboardCornersSB, the
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checkerboard chart is flattened with the glass, and then the self-made alignment program
is opened, as shown in Figure 17. The program will grab the border. The intersection of the
black and white squares is in the middle of the board (the red circle in Figure 17), and a
circle mark is drawn on it. There are two standard red straight lines, one vertical and one
horizontal, on the screen. The checkerboard is moved to make the intersection circle mark
on the standard red line to complete the alignment. After the alignment is completed, the
intersections of all black and white squares of the chessboard are determined, as shown in
Figure 18, for digitization and analysis. After analysis, it is found that the outer boundary
lines are not as regular as the quadratic curve, and there are repeated twists and turns, as
shown in Figure 19. The actual coordinates of the boundary are captured numerically, and
the red point is the junction point of the actual black and white squares of the chessboard.
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coordinates (−3, 2), as well as the quadrilateral area enclosed by it. This is mapped and 
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Figure 19. Numericalization of the actual coordinates of the uppermost boundary.

It has been speculated that the market positioning of the C920 camera itself is a
consumer-grade product, not an industrial camera, so the lens may not be required to be
very flat, causing this situation. This research proposes a method to correct this situation.
The method assumes that the checkerboard pattern has no protrusions on the inspection
platform and is close to the glass inspection platform. As shown in Figure 20a,b, Figure 20a
is the actual numerical coordinates of the checkerboard grid intersections. The intersections
of the checkerboard grids are all distorted, and Figure 20b is a custom standard chessboard
with the same average distribution size. A unit coordinate is assigned to the intersection of
all checkerboards, the red dot in the middle is assigned the unit coordinate (0, 0), and the
rest of the points are assigned in the Cartesian coordinate system according to the middle of
(0, 0). Regarding the coordinates, for example, the orange dot on the upper left is assigned
(−3, 3).
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Figure 20. Schematic diagram (a) original graphics and (b) corrected graphics of correction method.

The four-point perspective transformation and the imutils package operation are
used to make the picture’s (a) orange point coordinates (−3, 3), upper right blue point
coordinates (−2, 3), lower right green point coordinates (−2, 2), and lower left yellow point
coordinates (−3, 2), as well as the quadrilateral area enclosed by it. This is mapped and
overlayed to the coordinates in Figure 20b. In this way, all the squares are mapped to the
right coordinates to obtain the corrected image.
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However, the corrected image obtained above has the situation of cutting and spilling
as shown in Figure 21. Originally, in theory, the blue square in Figure 21a needs to be
completely mapped. After the mapping, it will be found that the blue area in Figure 21b
overflows to other blocks. If we want to improve, we can only increase the density of the
segmented block, as shown in Figure 22, or use a higher-density checkerboard graph paper.
However, because findChessboardCornersSB requires the grid to maintain a certain size for
precise positioning, we can only choose the interpolation method. To increase the cutting
density, we need to obtain the boundary line equation in the blue area of Figure 21b, but
the boundary line equation cannot be obtained directly from the figure. Therefore, we need
to obtain multiple point coordinates before interpolation.
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Figure 22. Schematic diagram of increasing the cutting density.

After experiments, the Runge phenomenon may occur when using Newton’s method
or the Lagrangian method [16], as shown in Figure 23; the boundary will oscillate, causing
an inaccurate prediction of the boundary, which is a Runge phenomenon. However, using
the cubic spline difference method for interpolation, the Runge phenomenon will not occur.
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Figure 23. Interpolation using Newton’s method.

The equation of the boundary line has been interpolated from above. The length of the
boundary curve can be obtained from this, and then the curve length can be divided into
equal parts according to the desire to increase the splitting magnification. The principle
is to first integrate the total length of each grid boundary, then divide the total length by
the dividing block density magnification to obtain the specific value, and then re-segment
integration to obtain the new position to be divided. Refer to the schematic diagram in
Figure 24.
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Figure 24. Interpolation using cubic spline difference method.

After obtaining the new division position as described above, one can draw a new
checkerboard grid point. As shown in Figure 25, first, the axis is interpolated, and then the
axis is interpolated as shown in Figure 26.
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3.5. Size Measurement

The size measurement needs to integrate the screens of the upper camera and the
lower camera to determine. The red line in Figure 27 is a fixed boundary surrounded by
an aluminum extrusion, the pink is the boundary of the object to be measured close to the
glass, and the cyan is the diameter of the object to be measured perpendicular to the side
camera and is the largest outer circle of the object to be measured. The dark blue is the
distance from the side camera to the cyan line, and the yellow line is the distance from the
cyan line to the pink line from the glass boundary.
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be measured. The green and yellow dots are on the cyan line segment in Figure 27, that 
is, the maximum diameter of the lens on the parallel side of the test object. The upper layer 
of the thickness of the back cover of the circular hole saw is connected with the red dot, 
and the starting point of the slope change is indicated by the yellow dot. As shown in 
Figure 29, the lower layer of the thickness of the back cover of the circular hole saw is the 
hour when the slope changes after the red dots are connected, which are marked with 
green dots, as shown in Figure 29. 
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Figure 27. Dependency diagram of measurement platform.

Figure 28 is the screen of the upper camera measuring the size; the screen has the size
detected in pixels. Figure 29 is the screen of the side lens measuring the size, the middle
four images are used to detect the results of separation from the background, and in the
area with the title bar img2 in the lower right corner, one can see the red dot that grabs the
boundary point, the yellow dot that grabs the highest point of the object to be measured,
and the green dot that grabs the maximum height of the outer circle of the object to be
measured. The green and yellow dots are on the cyan line segment in Figure 27, that is, the
maximum diameter of the lens on the parallel side of the test object. The upper layer of the
thickness of the back cover of the circular hole saw is connected with the red dot, and the
starting point of the slope change is indicated by the yellow dot. As shown in Figure 29,
the lower layer of the thickness of the back cover of the circular hole saw is the hour when
the slope changes after the red dots are connected, which are marked with green dots, as
shown in Figure 29.
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The size calculation process is as follows:

1. Place the test object exactly on the border of the pink line in Figure 27.
2. The upper lens uses HSV to segment the desired image and obtain the PIN hole, the

outer diameter size.
3. Divide the outer diameter by two to obtain the length of the yellow line in pixels in

Figure 27.
4. Obtain the pixel number counted from the bottom of the yellow point and the green

point from the side camera.
5. After recording, use a vernier caliper to measure the actual dimensions of the object

to be measured.
6. Because the actual coordinates of the green and yellow points and the corresponding

height in pixels are known, a linear relationship can be established, and the actual
size and thickness can be restored according to this ratio. This linear relationship is
based on the same length as the yellow line in pixels in Figure 27. The next step will
be valid under different lengths of the yellow line segment.

7. Take another piece of the object to be tested with the same height and thickness but
different outer diameters and perform steps 1–6. So far, two dimensions with the
same height and thickness but different lengths of the yellow line segment have been
obtained. These two can establish a linear relationship to calculate the actual size.

4. Discussion
4.1. Analysis of Lens Correction Results

After experimenting, using two times the interpolation magnification, Figure 30 shows
the horizontal correction, and Figure 31 shows the vertical correction. The correction results
of these two pictures are shown in Figure 30. For the convenience of viewing, the picture
has been turned 90◦ to the vertical state. From the perspective of Figure 30, in the upper left
of Figure 30a before correction, it can be observed that the checkerboard grid is offset from
the standard vertical green thin line, while in Figure 30b after correction, the checkerboard
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square is close to the standard vertical green thin straight line. Then, according to Figure 31,
we can also see that the square of the board is offset from the standard vertical green thin
straight line on the left of Figure 31a before correction. After correction, the checkerboard
square in Figure 31a is closely attached to the standard vertical green thin line. Next, as
shown before, after comparing all the segments one by one, the corrected checkerboard
squares are all pasted along the standard vertical green thin line.
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Figure 31. (a) Vertical measurement chart before correction; (b) vertical measurement chart
after correction.

The actual measurement is carried out, as shown in Figure 32, and the other three
PIN holes of the workpiece are sealed to avoid forgetting which hole is used for the
measurement. After the tooth hole is a non-measurement target, it is not closed. It is in the
red frame area of the working range in Figure 32. The back cover of the circular hole saw is
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moved as much as possible, and the PIN hole size in the back cover of the circular hole saw
is tested with regard to whether it is normal within the working range. The result shows
that the calibration was successful. In addition, the calibration results using three and four
times interpolation magnifications are not much different from two times, but if we use
three or four times interpolation magnifications, the Python program may become stuck,
and we need to rewrite the calibration program into the C language. In order to eliminate
the lag situation, because we only use Python to write, we will not use three or four times
to measure.
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Figure 32. Multi-point measurement after actual application of calibration.

4.2. Analysis of Measurement Results

Table 3 is shown below. It is the measured value made by measuring the 10 hole
saw caps in Figure 33. Each measurement object is labeled and affixed with white tape
for calibration, as shown in Figure 34. After putting them into the measuring platform
of the hole saw caps, the white marks are all facing forward, so that the four PIN holes
are arranged up and down and left and right. The measurement environment has been
calibrated for the horizontality and verticality of the camera, the levelness of the platform,
and the arrangement of the platform glass group. After the power is turned off, it presents
a completely dark box environment. It provides a 3 A/15.90 V green backplane light
source and 3 A/18.07 V white ring light source power supply for detection under the light
source environment.

Symmetry 2021, 13, x FOR PEER REVIEW 25 of 30 
 

 

saw is tested with regard to whether it is normal within the working range. The result 
shows that the calibration was successful. In addition, the calibration results using three 
and four times interpolation magnifications are not much different from two times, but if 
we use three or four times interpolation magnifications, the Python program may become 
stuck, and we need to rewrite the calibration program into the C language. In order to 
eliminate the lag situation, because we only use Python to write, we will not use three or 
four times to measure. 

 
Figure 32. Multi-point measurement after actual application of calibration. 

4.2. Analysis of Measurement Results 
Table 3 is shown below. It is the measured value made by measuring the 10 hole saw 

caps in Figure 33. Each measurement object is labeled and affixed with white tape for 
calibration, as shown in Figure 34. After putting them into the measuring platform of the 
hole saw caps, the white marks are all facing forward, so that the four PIN holes are ar-
ranged up and down and left and right. The measurement environment has been cali-
brated for the horizontality and verticality of the camera, the levelness of the platform, 
and the arrangement of the platform glass group. After the power is turned off, it presents 
a completely dark box environment. It provides a 3 A/15.90 V green backplane light source 
and 3 A/18.07 V white ring light source power supply for detection under the light source 
environment. 

 
Figure 33. Hole saw caps. 

Figure 33. Hole saw caps.



Symmetry 2021, 13, 2311 25 of 29
Symmetry 2021, 13, x FOR PEER REVIEW 26 of 30 

Figure 34. Hole saw caps after marking. 

Table 3. Hole saw caps outer diameter. 

u = 1 px Represents How Many cmm U = 7.0716889185 
How Saw Outer Diameter 

No. Manual Measurement Optical Measurement Disparity Disparity/u 
1 5240 5229 11 1.55498
2 5238 5241 3 0.424227
3 5237 5222 15 2.121134
4 5240 5227 13 1.838316
5 5238 5239 1 0.141409
6 5239 5234 5 0.707045
7 5238 5232 6 0.848454
8 5238 5237 1 0.141409
9 5240 5231 9 1.27268

10 5238 5232 6 0.848454

In Tables 3–7, the same hole saw caps are used, and the measurement is repeated 
three times while maintaining the same position and angle. The three measurements show 
the same size and are reproducible, as shown in Figure 35. 

Table 4. PIN hole (upper). 

u = l px Represents How Many cmm u = 7.0716889185
PIN Hole (Upper) 

No. Manual Measurement Optical Measurement Disparity Disparity/u 
1 689 690 1 0.141409
2 690 690 0 0
3 690 692 2 0.282818
4 690 696 6 0.848454
5 690 697 7 0.989863
6 689 690 1 0.141409
7 688 694 6 0.848454
8 690 697 7 0.989863
9 688 690 2 0.282818

10 690 692 2 0.282818
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Table 3. Hole saw caps outer diameter.

u = 1 px Represents How Many cmm U = 7.0716889185
How Saw Outer Diameter

No. Manual Measurement Optical Measurement Disparity Disparity/u
1 5240 5229 11 1.55498

2 5238 5241 3 0.424227

3 5237 5222 15 2.121134

4 5240 5227 13 1.838316

5 5238 5239 1 0.141409

6 5239 5234 5 0.707045

7 5238 5232 6 0.848454

8 5238 5237 1 0.141409

9 5240 5231 9 1.27268

10 5238 5232 6 0.848454

In Tables 3–7, the same hole saw caps are used, and the measurement is repeated three
times while maintaining the same position and angle. The three measurements show the
same size and are reproducible, as shown in Figure 35.

Table 4. PIN hole (upper).

u = l px Represents How Many cmm u = 7.0716889185

PIN Hole (Upper)

No. Manual Measurement Optical Measurement Disparity Disparity/u
1 689 690 1 0.141409

2 690 690 0 0

3 690 692 2 0.282818

4 690 696 6 0.848454

5 690 697 7 0.989863

6 689 690 1 0.141409

7 688 694 6 0.848454

8 690 697 7 0.989863

9 688 690 2 0.282818

10 690 692 2 0.282818
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Table 5. PIN hole (right).

u = l px Represents How Many cmm u = 7.0716889185

PIN Hole (Right)

No. Manual Measurement Optical Measurement Disparity Disparity/u
1 686 695 9 1.27268

2 687 693 6 0.848454

3 692 689 3 0.424227

4 688 695 7 0.989863

5 688 692 4 0.565636

6 688 690 2 0.282818

7 689 690 1 0.141409

8 688 695 7 0.989863

9 687 695 8 1.131271

10 688 696 8 1.131271

Table 6. PIN hole (left).

u = l px Represents How Many cmm u = 7.0716889185

PIN Hole (Left)

No. Manual Measurement Optical Measurement Disparity Disparity/u
1 686 684 2 0.282818

2 686 691 5 0.707045

3 690 693 3 0.424227

4 684 691 7 0.989863

5 686 695 9 1.27268

6 689 690 1 0.141409

7 686 691 5 0.707045

8 688 690 2 0.282818

9 687 690 3 0.424227

10 688 689 1 0.141409

Table 7. PIN hole (down).

u = l px Represents How Many cmm u = 7.0716889185

PIN Hole (Down)

No Manual Measurement Optical Measurement Disparity Disparity/u
1 685 681 4 0.565636

2 690 695 5 0.707045

3 690 685 5 0.707045

4 688 691 3 0.424227

5 690 686 4 0.565636

6 690 694 4 0.565636

7 688 685 3 0.424227

8 690 690 0 0

9 690 694 4 0.565636

10 690 688 2 0.282818
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Figure 35. Actual measurement result.

The manual measurements in Tables 3–7 are measured with a vernier caliper, and the
optical measurement is measured by the measurement system of the hole saw caps in this
paper. The three columns of manual measurement are optical measurement. There is no
unit in the gap/u column. The u represents the upper camera image measured by the hole
saw caps. One pixel represents a few lines, and the u here is 7.0716889 lines.

In Tables 3–7, the gap in the outer diameter column of the hole saw caps gap/u only
has a value of 3, exceeding 2, which means it exceeds the range of 1 px before and after
the outer diameter of the hole saw caps. After checking the hole saw caps of label 3, it
is found that there is no bottom burr, removed cleanly, causing the back cover not to fit
the inspection platform. After trimming the burrs again, the measured gap/u is 1.131,
which is lower than 2, so it is within the allowable range. This means that the test results
of the measurement system for the hole saw caps developed by this research meet the
requirements and are effective. We have developed a detection system for hole saw caps,
which has met expectations. In the future, we will provide the relevant industries more
affordable and easier-to-use hole saw cap inspection methods.

5. Conclusions

In this paper, the measurement of the hole saw caps is digitized, so a fast optical
inspection platform for the hole saw caps is developed, and the software and interface for
real-time detection of the hole saw caps are written using Python and OpenCV. This allows
users to easily digitize the size of the back cover of the hole saw. The result shows that the
same workpiece is measured at the same position and angled at the same position, and the
displayed measurement size is the same, which is reproducible. This paper also proposes
a dedicated “fixed plane angle platform camera image correction algorithm”, which is
proved to be effective and usable through experiments, and the accuracy can be improved
according to the measurement needs. On the whole, the development of a detection system
for the hole saw caps meets expectations. The errors of the detection system are all within
the range of two pixels (one pixel equals 0.07 mm), which meets the detection standards. In
the future, we will provide relevant industries with a suitable price (under USD 3000) and
easy-to-use hole saw cap inspection methods. Based on the results obtained, the following
conclusions are drawn:

(1) Aperture parameters of the hole saw caps are strongly dependent on the type of
optical instrument projection and some jigs to measure the size.

(2) The design of inspection platform allows us to use the rotating screw to adjust the
height and use the spirit level to correct the level of the glass platform. The verticality
and horizontality of the lens are first corrected by the aluminum extrusion to keep it
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level, then the glass is pressed against the aluminum to form a flat surface, and then
the C-clamps and clamps are used to bring the camera close to the glass surface. Then,
when the workpiece is leaning on these glass sheets, we try to keep the center of the
workpiece in the middle of the visible range of the camera above. This set of glass
sheets has been proven to be able to transfer the largest outer circle of the 4~6 CM
workpieces, all of which can be kept in the middle of the camera’s visible range. At
present, manufacturers use optical instrument projection and some jigs to measure
the size. This process takes a lot of time because it requires a lot of manual processing.

(3) For computer vision, if it is a silver metal object to be tested, green light and blue light
are better choices, so we use green light as our backplane light source. It can be found
that the contrast of the workpiece is very high, which is very suitable for diameter
size discrimination. The inspection process only takes 10 s to complete a workpiece.

(4) At present, the upper camera of the optical inspection platform is fixed at a designated
position. In the future, a sliding rail can be added to allow the camera to move up
and down freely to meet the needs of various types of hole saw cap size detection. In
addition, it can have better rigid design for the mechanism. Currently, the calibration
time is about 10 min before the experiment. It is hoped that the mechanism can be
redesigned to greatly reduce the calibration time.

(5) The main novelty of this work is a detailed comparison of modern optical computer
vision and its measuring techniques using different measuring areas based on the
measurements of aperture parameters on the example of hole saw cap finish measur-
ing. It can be concluded that the most useful measuring equipment should be used
according to specific technical requirements.
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