
����������
�������

Citation: Pang, Z.; Du, T.; Zheng, C.;

Li, C. Event-Triggered Cooperative

Predictive Control for Networked

Multi-Agent Systems with Random

Delays and Packet Dropouts.

Symmetry 2022, 14, 541. https://

doi.org/10.3390/sym14030541

Academic Editors: Jan Awrejcewicz,

José A. Tenreiro Machado, José M.

Vega, Hari Mohan Srivastava,

Ying-Cheng Lai, Hamed Farokhi,

Roman Starosta and Antonio Palacios

Received: 21 January 2022

Accepted: 5 March 2022

Published: 7 March 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

symmetryS S

Article

Event-Triggered Cooperative Predictive Control for Networked
Multi-Agent Systems with Random Delays and Packet Dropouts
Zhonghua Pang , Tao Du, Changbing Zheng and Chao Li *

Key Laboratory of Field Bus Technology and Automation of Beijing, North China University of Technology,
Beijing 100144, China; zhonghua.pang@ia.ac.cn (Z.P.); dt1540561523@126.com (T.D.);
cbzheng@mail.ncut.edu.cn (C.Z.)
* Correspondence: lichao@ncut.edu.cn

Abstract: This paper addresses the cooperative output tracking control problem for a class of leader-
following linear heterogeneous networked multi-agent systems subject to random network delays and
packet dropouts in the feedback and forward channels of each agent. A state observer is established
at the plant side of each agent, and an event-triggering transmission mechanism is introduced to
decide which state estimate is transmitted to the corresponding controller so as to save the network
resources of the feedback channel. To further compensate for the negative effects of those random
communication constraints and the event trigger, a cooperative predictive control scheme with
proportional and integral actions is proposed. Then, a necessary and sufficient condition is derived
for the stability of the resulting closed-loop system. Finally, simulation results are given to show the
effectiveness of the proposed scheme.

Keywords: networked multi-agent systems; cooperative tracking control; event trigger; network
delays; packet dropouts

1. Introduction

In the last few decades, the cooperative control of networked multi-agent systems
(NMASs) composed of multiple agents communicating with each other through networks
has a very wide practical application in various fields, for example, satellite formation [1],
multiple unmanned aerial vehicles [2], and mobile robots [3]. For example, in [3], multiple
robots communicate through a connected undirected graph and then achieve a formation
control to track a trajectory gradually. Most existing works focused on the cooperative
output control of NMASs under ideal communication conditions [4–8]. However, in
practical applications, the introduction of networks inevitably leads to communication
constraints between multiple agents and within agents, such as random network delays
and packet dropouts [9,10]. These communication constraints can not only affect system
control performance but also seriously damage the closed-loop stability of NMASs.

Therefore, several control methods have been presented to deal with these communica-
tion constraints, such as the time-delay system method [11,12], robust control method [13],
and stochastic control method [14]. In addition to the methods mentioned above, networked
predictive control (NPC) is an effective approach to actively compensate for network com-
munication constraints [15–22]. Furthermore, with accurate models of controlled plants,
NPC methods can obtain almost the same control performance as that of the case without
communication constraints. In [15–21], the output consensus problems of NMASs were
investigated, where network delays were assumed to be constant. In [22], only random
communication constraints in the feedback channel of each agent were considered. How-
ever, in practice, network delays and packet dropouts occur randomly due to bandwidth
limitation and network congestion, and they also generally exist in both the feedback and
forward channels, which thus motivate this study.
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In addition, for NPC methods of NMASs in [15–22], a state observer is usually estab-
lished and placed at the controller side of each agent, which thus needs to transmit a packet
composed of multiple system outputs at the current time instant and previous time instants
to the controller through the feedback channel of each agent. Moreover, due to the use of
the time-triggered transmission mechanism, such a packet is needed to be sent at every
sampling instant. These two factors would consume more network resources and thus
further aggravate network congestion. In order to reduce the data transmission times in the
feedback channel of each agent, an event-triggering mode is an alternative choice [23,24].
Especially in [25–28], the cooperative control problems for NMASs based on dynamic event
triggering strategies were studied.

Therefore, in this paper, an event-triggered networked predictive control method is
proposed for the cooperative output tracking problem of a linear heterogeneous NMAS
with random network delays and packet dropouts in the feedback and forward channels of
each agent. The main contributions of this paper are summarized as follows.

(i) An event-triggering transmission mechanism is introduced in the feedback channel
of each agent to reduce data transmission times. Furthermore, the state observer is
placed at the plant side of each agent, and thus, only a single state estimate is needed
to be transmitted to the controller. The effect of the network on the state estimates
is eliminated.

(ii) A novel cooperative output tracking predictive control protocol with proportional
and integral actions is designed, where predicted system estimate increments and
output tracking errors are used, and a necessary and sufficient condition is obtained
for the stability of the resulting closed-loop system.

(iii) Numerical simulation is carried out for an NMAS consisting of three DC motor
systems, and four cases of simulation results are provided and compared, which
illustrate the effectiveness of the proposed control scheme.

Notation 1. Rn and Rn×q represent the n-dimensional Euclidean space and the set of real matrices
with dimension n× q, respectively. The superscript “T” stands for the transposition of a matrix.
diag{·} denotes a diagonal matrix.

2. Control Scheme

In NMASs, graph theory is generally used as a tool to analyze them, and the commu-
nication topology between NMASs can be modeled as a directed graph P = (κ, ε, ζ), in
which each agent is seen as a node. The symbol κ = {1, 2, · · · , N} represents a collection of
all nodes, the symbol ε ∈ (εij, i, j = 1, 2, · · · , N, i 6= j) denotes the communication channel
between nodes i and j, and the symbol ζ = [ai,j] is the adjacency matrix of P, where ai,j = 1
if agent i can receive the data from agent j; otherwise, ai,j = 0.

A leader-following linear heterogeneous NMAS is considered, which consists of one
leader agent and N − 1 following agents. The communication topology of the system is
symmetric and shown in Figure 1. Each agent is a linear discrete-time system as follows:{

xi(k + 1) = Aixi(k) + Biui(k)

yi(k) = Cixi(k),
(1)

where xi(k) ∈ Rn, ui(k) ∈ Rm, and yi(k) ∈ Rq are the system state, control input, and
system output of agent i, respectively; Ai, Bi, and Ci are matrices with suitable dimensions;
i ∈ {1, 2, · · · , N} is the mark of agents. It is assumed that (Ai, Bi) is controllable, and
(Ai, Ci) is observable. Agent 1 and the remaining agents are defined as the leader agent
and the following agents, respectively.
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Figure 1. Communication topology.

Suppose that there exist random network delays and packet dropouts in the feedback
(sensor-to-controller) and forward (controller-to-actuator) channels of each agent. It is
assumed that the sensor, controller, and actuator of each agent system are time-driven
and synchronous, and the packets transmit through networks with timestamps. By using
the way described in [29], the two-channel network delays and packet dropouts are uni-
formly treated as random time delays of each channel, which are denoted by τsc

k,i and τca
k,i ,

respectively. It is assumed that 0 ≤ τsc
k,i ≤ τ̄sc

i and 0 ≤ τca
k,i ≤ τ̄ca

i , where τ̄sc
i and τ̄ca

i are
all positive integers. Our purpose is to track the reference signal z(k) ∈ Rq and make the
output tracking error of each agent ei(k)→ 0, where

ei(k) = zi(k)− yi(k), (2)

zi(k) =

{
r(k), i = 1,
y1(k), i 6= 1,

(3)

where r(k) is the reference signal of the leader agent.
To achieve the aforementioned purpose, an event-triggered networked cooperative

predictive control scheme is designed, as shown in Figure 2. The state observer is per-
formed as

x̂i(k + 1|k) = Ai x̂i(k|k− 1) + Biui(k) + L̃i(yi(k)− Ci x̂i(k|k− 1)), (4)

where L̃i ∈ Rn×q is the observer gain to be determined, and it can be designed by the pole
assignment method.

Figure 2. Event-triggered networked cooperative predictive control.

For the sake of the reduction of unnecessary packet transmission in the feedback
channel, an event-triggered mechanism is used, and the triggering condition is given as

Ti,ϕ+1 = min{k|(x̂i(k)− x̂i(Ti,ϕ))
TΩi(x̂i(k)− x̂i(Ti,ϕ)) > ηi x̂i(k)TΩi x̂i(k)}, (5)

where Ti,ϕ is the last triggering instant of agent i, x̂i(k) denotes x̂i(k|k − 1), 0 < ηi < 1
is a scalar, and Ωi > 0 is a positive definite matrix. Furthermore, in order to avoid the
case that the trigger is not triggered for a long time, it is required that Tϕ+1 ≤ Tϕ + Wi,
where Wi is the maximum triggering interval. When condition (5) is satisfied, the state
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estimate x̂i(k|k− 1) is transmitted to the predictive controller via the feedback channel;
otherwise, x̂i(k|k − 1) is not transmitted so as to save network resources. It is obvious
that an additional time delay will be introduced by the event trigger, which is denoted
by τe

k,i ≤ Wi. The total time delay in the feedback channel is defined as si(k), where
si(k) = τsc

k,i + τe
k,i, and 0 ≤ si(k) ≤ s̄i with s̄i = τ̄sc

i + Wi.
In the predictive controller, when the delayed state estimate x̂i(k− si(k)|k− si(k)− 1)

is received, the predictions of the system state can be obtained based on (1):

x̂i(k− si(k) + vi|k− si(k)− 1) = Ai x̂i(k− si(k) + vi − 1|k− si(k)− 1)

+ Biui(k− si(k) + vi − 1), (6)

for vi = 1, 2, · · · , si(k) + τ̄ca with τ̄ca = max{τ̄ca
i }. Then, the prediction of the output

tracking error is obtained based on (2) as

êi(k + τ̄ca|k− si(k)− 1) = ẑi(k + τ̄ca|k− s1(k)− 1)− ŷi(k + τ̄ca|k− si(k)− 1), (7)

where

ẑi(k + τ̄ca|k− s1(k)− 1) =

{
r(k + τ̄ca), i = 1,
ŷ1(k + τ̄ca|k− s1(k)− 1), i 6= 1,

(8)

ŷi(k + τ̄ca|k− si(k)− 1) = Ci x̂i(k + τ̄ca|k− si(k)− 1). (9)

Then, the following incremental control law is designed:

∆ui(k + τ̄ca) = −Ka
i x̂e,i(k + τ̄ca|k− si(k)− 1)

+ Kb
i

N

∑
j=1,j 6=i

ai,j(x̂e,j(k + τ̄ca|k− sj(k)− 1)− x̂e,i(k + τ̄ca|k− si(k)− 1)), (10)

where Ka
i ∈ Rm×(n+q) and Kb

i ∈ Rm×(n+q) are controller gain matrices, and x̂e,i(k + τ̄ca|k−
si(k)− 1) = [∆x̂i(k+ τ̄ca|k− si(k)− 1)T êi(k+ τ̄ca|k− si(k)− 1)T]T. Thus, the future control
input at time k + τ̄ca is

ui(k + τ̄ca) = ui(k + τ̄ca − 1) + ∆ui(k + τ̄ca). (11)

In order to compensate the random time delays in the feedback and forward channels
of each agent, at each time instant, the predictive controller sends the control prediction se-
quence Ui(k + τ̄ca) = [uT

i (k), uT
i (k + 1), · · · , uT

i (k + τ̄ca)]T and its timestamp to the actuator.
Based on the latest control prediction sequence available in the actuator, the (τca

k,i + 1)-th
control signal is applied to the controlled plant.

Remark 1. The first novelty of this paper is that two-channel random communication constraints
of each agent are considered simultaneously, and then, they are separately compensated according
to their different features (see (6)). That is, the feedback channel delay si(k), including the adverse
effect of the event trigger introduced, can be accurately obtained in the predictive controller and thus
is real-time compensated. Since the forward channel delay τca

k,i cannot be calculated in advance, it is
compensated according to its upper bound.

Remark 2. The second novelty of this paper lies in the design of cooperative control protocol (10).
It is easy to see that the first term of (10) is used to make y1(k) track r(k) and yi(k)(i 6= 1) track
y1(k), and the second term is used to achieve the cooperative output consensus of the NMAS.
Furthermore, with the usage of x̂e,i(k + τ̄ca|k− si(k)− 1) = [∆x̂i(k + τ̄ca|k− si(k)− 1)T êi(k +
τ̄ca|k− si(k)− 1)T]T, the control law is the combination of proportional and integral actions.
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Remark 3. The selection of Wi is determined by the precision of the available model of each agent.
In practice, a certain plant–model mismatch is inevitable. It can be seen from (6) that with the
plant–model mismatch, a large delay would lead to a large state prediction error and then affect the
system performance. In the total delay si(k) + τ̄ca, only the impact of the event trigger, i.e., τe

k,i, can
be tuned as needed by choosing Wi. Therefore, considering the trade-off of saving network resource
and prediction accuracy, a large value of Wi can be chosen for a high model accuracy and vice versa.

3. Stability Analysis

In this section, the stability of the closed-loop NMAS is analyzed. Without loss of
generality, let the reference signal r(·) = 0.

From (4), we have

x̂i(k + 1|k) = Ai x̂i(k|k− 1) + Biui(k) + L̃iCiϑi(k), (12)

where ϑi(k) = xi(k)− x̂i(k|k− 1). Subtracting (12) from (1) leads to

ϑi(k + 1) = (Ai − L̃iCi)ϑi(k). (13)

It is obtained from (6) that

x̂i(k|k− τk,i − 1) = Aτk,i
i x̂i(k− τk,i|k− τk,i − 1) +

τk,i

∑
j=1

Aj−1
i Biui(k− j), (14)

where τk,i = si(k− τ̄ca) + τ̄ca, 0 ≤ τk,i ≤ τ̄i, and τ̄i = s̄i + τ̄ca. It follows from (1) that

xi(k) = Aτk,i
i xi(k− τk,i) +

τk,i

∑
j=1

Aj−1
i Biui(k− j). (15)

Subtracting (14) from (15) yields

xi(k)− x̂i(k|k− τk,i − 1) = Aτk,i
i ϑi(k− τk,i). (16)

From (1), we have

∆xi(k) = Ai∆xi(k− 1) + Bi∆ui(k− 1)

= Aτk,i−1
i ∆xi(k− τk,i + 1) +

τk,i−1

∑
j=1

Aj−1
i Bi∆ui(k− j). (17)

From (6), we obtain

∆x̂i(k|k− τk,i − 1) = Aτk,i−1
i ∆x̂i(k− τk,i + 1|k− τk,i − 1) +

τk,i−1

∑
j=1

Aj−1
i Bi∆ui(k− j). (18)

By using (1), (6), and (16), subtracting (18) from (17) gives

∆xi(k)− ∆x̂i(k|k− τk,i − 1) = Aτk,i−1
i

(
∆xi(k− τk,i + 1)− ∆x̂i(k− τk,i + 1|k− τk,i − 1)

)
= Aτk,i−1

i

(
Aixi(k− τk,i) + Biui(k− τk,i)

− xi(k− τk,i)− Ai x̂i(k− τk,i|k− τk,i − 1)

− Biui(k− τk,i) + x̂i(k− τk,i|k− τk,i − 1)
)

= Aτk,i−1
i (Ai − I)

(
xi(k− τk,i)− x̂i(k− τk,i|k− τk,i − 1)

)
= Aτk,i−1

i (Ai − I)ϑi(k− τk,i). (19)
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By subtracting (7) from (2), we obtain

e1(k)− ê1(k|k− τk,1) = −C1 Aτk,1
1 ϑ1(k− τk,1), (20)

ei(k)− êi(k|k− τk,i) = C1 Aτk,1
1 ϑ1(k− τk,1)− Ci A

τk,i
i ϑi(k− τk,i), i 6= 1. (21)

From (10), we have

∆ui(k) = −Ka
i x̂e,i(k|k− τk,i − 1) + Kb

i

N

∑
j=1,j 6=i

ai,j(x̂e,j(k|k− τk,j − 1)

− x̂e,i(k|k− τk,i − 1)). (22)

From (1) and (2), we get{
xe,i(k + 1) = Ãe,ixe,i(k) + B̃e,i∆ui(k) + Ẽe∆zi(k + 1)

∆yi(k) = C̃e,ixe,i(k),
(23)

where

xe,i(k) =
[

∆xi(k)
ei(k)

]
, Ãe,i =

[
Ai 0
−Ci Ai I

]
,

B̃e,i =

[
Bi
−CiBi

]
, C̃e,i =

[
CT

i
0

]T

, Ẽe =

[
0
I

]
.

From (19), (20), and (21), we have

xe,1(k)− x̂e,1(k|k− τk,1 − 1) = G1ϑ1(k− τk,1), (24)

xe,i(k)− x̂e,i(k|k− τk,i − 1) = Hiϑi(k− τk,i) + G2ϑ1(k− τk,1), i 6= 1, (25)

where

G1 =

[
Aτk,1−1

1 (A1 − I)
−C1 Aτk,1

1

]
, G2 =

[
0

C1 Aτk,1
1

]
, Hi =

[
Aτk,i−1

i (Ai − I)
−Ci A

τk,i
i

]
, i 6= 1.

For i = 1, substituting (22) into the first equation of (23) gives

xe,1(k + 1) = Ãe,1xe,1(k) + B̃e,1(−Ka
1 x̂e,1(k|k− τk,1 − 1)

+ Kb
1

N

∑
j=1,j 6=1

a1,j(x̂e,j(k|k− τk,j − 1)− x̂e,1(k|k− τk,1 − 1)))

= (Ãe,1 − B̃e,1d1)xe,1(k) + B̃e,1

N

∑
j=2

f1,jxe,j(k)

+ B̃e,1(Ka
1G1 +

N

∑
j=2

f1,j(G1 − G2))ϑ1(k− τk,1)− B̃e,1

N

∑
j=2

f1,j Hjϑj(k− τk,j), (26)

where d1 = Ka
1 + ∑N

j=2 f1,j, and f1,j = Kb
1 a1,j. Substituting (26) into the second equation

of (23) leads to

∆y1(k + 1) = C̃e,1(Ãe,1 − B̃e,1d1)xe,1(k) + C̃e,1B̃e,1

N

∑
j=2

f1,jxe,j(k)

+ C̃e,1B̃e,1(Ka
1G1 +

N

∑
j=2

f1,j(G1 − G2))ϑ1(k− τk,1)
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− C̃e,1B̃e,1

N

∑
j=2

f1,j Hjϑj(k− τk,j). (27)

For i 6= 1, from (22), (23), and (27), we have

xe,i(k + 1) = (Ãe,i − B̃e,idi + ẼeC̃e,1B̃e,1 f1,i)xe,i(k)

+ (ẼeC̃e,1(Ãe,1 − B̃e,1d1) + B̃e,i fi,1)xe,1(k)

+
N

∑
j=2,j 6=i

(B̃e,i fi,j + ẼeC̃e,1B̃e,1 f1,j)xe,j(k)

+ C̃e,1B̃e,1(Ka
1G1 +

N

∑
j=2

f1,j(G1 − G2))ϑ1(k− τk,1)

− C̃e,1B̃e,1

N

∑
j=2

f1,j Hjϑj(k− τk,j) + B̃e,idi Hiϑi(k− τk,i)

− B̃e,i

N

∑
j=1,j 6=i

fi,j Hjϑj(k− τk,j) + B̃e,iKa
i G2ϑ1(k− τk,1), (28)

where di = Ka
i + ∑N

j=2 fi,j, and fi,j = Kb
i ai,j.

Thus, from (13), (26), and (28), we obtain the following closed-loop system:

X(k + 1) = ΦX(k), (29)

where

X(k) =
[

Xe,i(k)
ϑ̃(k)

]
, Φ =

[
Γ v(k)
0 Λ

]
, Xe,i(k) = [xe,1(k)T xe,2(k)T · · · xe,N(k)T]T,

ϑ̃(k) = [ϑ̃1(k)T ϑ̃2(k)T · · · ϑ̃N(k)T]T, ϑ̃i(k) = [ϑi(k)T ϑi(k− 1)T · · · ϑi(k− τ̄i)
T]T.

Γ =


Ãe,1 − B̃e,1d1 B̃e,1 f1,2 · · ·

ẼeC̃e,1(Ãe,1 − B̃e,1d1) + B̃e,2 f2,1 Ãe,2 − B̃e,2d2 + ẼeC̃e,1B̃e,1 f1,2 · · ·
...

... · · ·
ẼeC̃e,1(Ãe,1 − B̃e,1d1) + B̃e,N fN,1 B̃e,N fN,2 + ẼeC̃e,1B̃e,1 f1,2 · · ·

B̃e,1 f1,N
B̃e,2 f2,N + ẼeC̃e,1B̃e,1 f1,N

...
Ãe,N − B̃e,NdN + ẼeC̃e,1B̃e,1 f1,N

,

Λ = diag{A1 − L̃1C1, · · · , A1 − L̃1C1︸ ︷︷ ︸
τ̄1+1

, · · · , AN − L̃NCN , · · · , AN − L̃NCN︸ ︷︷ ︸
τ̄N+1

}.

From (29), we know that the matrix Φ is an upper triangular matrix, where time-
varying matrix v(k) is not related to the stability of the closed-loop system and thus is
omitted here. Therefore, we have the following theorem.

Theorem 1. The closed-loop NMAS (29) is asymptotically stable if and only if the eigenvalues of
the matrices Γ and Λ are within the unit circle.
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4. Simulation Results

In this section, we use the actual models of three DC motor systems for numerical
simulation to verify the effectiveness of the proposed method. The sampling period of the
three motor systems is 0.05 s, and the model parameters are identified as follows:

A1 =

[
1.18 −0.145

2 0

]
, B1 =

[
4
0

]
, C1 =

[
4.24 2.67

]
,

A2 =

[
1.38 −0.102

2 0

]
, B2 =

[
4
0

]
, C2 =

[
4.94 2.68

]
,

A3 =

[
1.20 −0.147

2 0

]
, B3 =

[
4
0

]
, C3 =

[
4.002 2.30

]
.

Using the pole assignment method, the gain matrices of the observer (4) for the three
motors respectively are

L̃1 =

[
0.0434
0.1116

]
, L̃2 =

[
0.0336
0.0831

]
, L̃3 =

[
0.0614
0.1538

]
.

The controller gain matrices in (10) are chosen as

Ka
1 =

[
0.2116 −0.0325 −0.0068

]
,

Ka
2 =

[
0.2427 −0.0249 −0.0063

]
,

Ka
3 =

[
0.2947 −0.0332 −0.0140

]
,

Kb
1 =

[
0.0001 0.0001 0.0001

]
,

Kb
2 =

[
0.00135 0.0315 0.00018

]
,

Kb
3 =

[
0.0005 0.0001 0.0001

]
.

The communication topology is deployed with a1,1 = a2,2 = a3,3 = 0, a2,1 = a3,1 = a1,2 =
a1,3 = a2,3 = a3,2 = 1. In addition, random network delays in the feedback and forward
channels are chosen as τsc

k,i ∈ [2 5] and τca
k,i ∈ [2 6]. The parameters of the three event triggers

are given as W1 = 10, W2 = 13, W3 = 16, η1 = η2 = η3 = 0.01, and Ω1 = Ω2 = Ω3 = I.
For comparison, the following four simulation cases are considered.
Case 1 (without delays): In this case, the communication in the NMAS is ideal, and

the event trigger is not used. The simulation result is shown in Figure 3. It can be seen from
Figure 3 that all the three motors have good output tracking control performance.

Figure 3. Simulation result of Case 1.
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Case 2 (with delays but without compensation): In this case, random network delays
τsc

k,i ∈ [2 5] and τca
k,i ∈ [2 6] are considered, but the proposed delay compensation scheme

is not used. The simulation result is given in Figure 4. It is clear from Figure 4 that the
random network delays lead to the instability of the closed-loop NMAS.

Figure 4. Simulation result of Case 2.

Case 3 (with delays and with compensation): This case considers the same random
network delays as in Case 2, and they are actively compensated by the proposed scheme.
The simulation result is shown in Figure 5. It can be seen that from Figure 5 that the control
performance is greatly improved compared with Figure 4, which even approaches the
performance of local control case without network delays in Case 1. Furthermore, zero
steady-state output tracking errors are also achieved.

Figure 5. Simulation result of Case 3.

Case 4 (with delays and compensation but without coordination): In this case, the same
network environment as in Cases 2 and 3 is considered, and the proposed compensation
scheme is used, but the second term of the control law (10) is not used, i.e., Kb

1 = Kb
2 =

Kb
3 = [0 0 0]. The output responses of the three motors are shown in Figure 6. It is obvious

that agents 2 and 3 have poor coordination performance.
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Figure 6. Simulation result of Case 4.

To show the effect of the event trigger, the network delay and the total time delay in
the feedback channel, i.e., τsc

i (k) and si(k), are given in Figure 7, and the triggering instants
are shown in Figure 8 for the simulation result of the proposed method in Figure 5, where
“1(0)” means that the event trigger is (not) triggered. It can be seen from Figure 8 that among
the 90 sampling instants, the event triggers of agents 1, 2, and 3 are triggered 24 times
and 66 packets are not transmitted, which leads to the total time delay si(k) far greater
than the original network delays τsc

i (k) (see Figure 7), but the cooperative output tracking
performance is not affected under the proposed compensation scheme. Furthermore, since
a large amount of packets are not transmitted, the network resources of the NMAS are
largely saved.

Figure 7. τsc
i (k) and si(k) for i = 1, 2, 3.
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Figure 8. Triggering instants of motors 1, 2, and 3.

5. Conclusions

In this paper, an event-triggered cooperative output tracking predictive control scheme
has been proposed for a class of linear heterogeneous NMASs with random network delays
and packet dropouts in both the feedback and forward channels of each agent, and these
communication constraints can be actively compensated. At the same time, the introduction
of an event-triggering transmission mechanism and a state observer placed at the plant side
have greatly saved the network resources of each feedback channel. The effectiveness of the
proposed scheme has been demonstrated by the simulation results of cooperative control
of three motor systems. In our future work, the secure control issues of NMASs subject to
sensor/actuator faults and cyber attacks as well as random communication constraints will
be further investigated [30–33], although they are more challenging.
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