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Abstract: Frequency regulation of low inertia symmetric micro grids with the incorporation of
asymmetric renewable sources such as solar and wind is a challenging task. Virtual Inertia Control
(VIC) is the idea of increasing micro grids’ inertia by energy storage systems. In the current study,
an adaptive fuzzy PID structure with a derivative filter (AFPIDF) controller is suggested for VIC
of a micro grid with renewable sources. To optimize the proposed controllers, a modified Golden
Jackal Optimization (mGJO) has been proposed, where variable Sine Cosine adopted Scaling Factor
(SCaSF) is employed to adjust the Jackal’s location in the course of search process to improve the
exploration and exploitation capability of the original Golden Jackal Optimization (GJO) algorithm.
The performance of the mGJO algorithm is verified by equating it with original GJO, as well as Grey
Wolf Optimization (GWO), Particle Swarm Optimization (PSO), Gravitational Search Algorithm
(GSA), Teaching Learning Based Optimization (TLBO) and Ant Lion Optimizer (ALO), considering
various standard benchmark test functions. In the next stage, conventional PID and proposed FPIDF
controller parameters are optimized using the proposed mGJO technique and the superiority of mGJO
over other symmetric optimization algorithms is demonstrated. The robustness of the controller is
also investigated under intermittent load disturbances, as well as different levels of asymmetric RESs
integration.

Keywords: frequency control; islanded micro grid; Adaptive Fuzzy PIDF (AFPIDF); Golden Jackal
Optimization (GJO) algorithm; Virtual Inertia Control (VIC)

1. Introduction

Renewable sources (RESs) such as photovoltaic, wind and storage elements are usually
present in a micro grid (MG) system [1]. However, RESs-based generations lack the inertia
property, causing a substantial decrease in system inertia [2]. Due to the absence of rotating
kinetic energy, frequency control is a complex problem [3]. With the increase in RES
integration, unacceptable frequency response leading to instability occurs [4]. To overcome
this problem, the Virtual Inertia Control (VIC) schemes can be employed [5,6]. By installing
the energy storage element together with RESs, the VIC concept is implemented into the
photovoltaic (PV) and wind systems [5,6]. Certain recent studies on the adaptable inertia
and damping schemes have been proposed in the literature [7–10]. D’Arco et al. [11]
demonstrated that VIC is capable of delivering a steady operation of MGs and preserves
robustness of operation. An algebraic type of virtual inertia control strategy was proposed
in [12] for enhancing micro grid frequency stability. The literature survey also suggests
some different methods for the frequency control schemes for MGs [8–12]. The utilization of
a Type-2 fuzzy structure for a MG has been proposed to improve frequency stability in [8].
Ref. [9] proposes a control technique to mimic the characteristics of synchronous generators
for inertia improvement. Ref. [10] proposes a VIC strategy with RESs generators. The use
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of a super capacitor for VIC control of a MG is described in [11]. The effects of VIC on MG
stability are discussed in [12]. In [13], a fuzzy logic control was implemented with a virtual
inertia control loop for regulating the microgrid frequency. Robust virtual inertia control
based on H-infinite control was proposed in [14] for the enhancement of frequency stability
in a microgrid with a high penetration level of RESs. In [15], the coefficient diagram method
was implemented in a virtual inertia control model to alleviate the frequency disturbances
in islanded microgrids in case of contingencies. In [16], a model predictive control was
provided with virtual inertia control for microgrid frequency stabilization in the face of
disturbances and system uncertainties. In [17], a manta ray foraging optimization-based PI
controller has been proposed for VIC of renewable energy integrated islanded microgrids.
A distributed adaptive VIC scheme for enhancing frequency response in the multiple
virtual synchronous generators (VSGs) has been presented in [18]. Frequency regulation
by VIC of PV systems and parking lots has been presented in [19], where the control
parameters are optimized by the Mixed Integer Linear Programming method. A VIC-based
frequency control strategy in a renewable source integrated multi-area microgrids with
electric vehicles has been proposed in [20], where the controller parameters are optimized
by harris hawks optimization and the balloon effect technique. In [21], the necessities
of inertia and the issues related to the large-scale addition of renewable energies have
been reviewed. Several control schemes to deal with decreases in inertia, as well as the
inertia emulation control methods, have been discussed. As prediction of inertia values
is critical for planning and frequency control, a short-range inertia prediction method has
been proposed in [22] to obtain improved performance. In [23], a method for the analysis
and prediction of inertia based on a minimum variance harmonic finite impulse response
considering the penetration of renewable energy sources has been proposed.

For the controller design problem in MGs, the best-adopted method is the application
of an evolutionary algorithm (EA). Various heuristic optimization methods such as Particle
Swarm Optimization (PSO) [24], Genetic Algorithms [25], Chicken Swarm Optimizer [26],
improved Parasitism Predation Algorithm [27], etc. were applied to optimally design these
controllers and improve frequency stability. Nevertheless, these approaches provided are
problem dependent and for a particular problem a specific approach may provide a better
result than others. Therefore, there is scope to investigate new and improved optimization
techniques. Golden Jackal Optimization (GJO) is a recently projected optimization tech-
nique motivated by the combined hunting actions of the golden jackals [28]. The superiority
of GJO over Grey Wolf Optimization (GWO), Gravitational Search Algorithm (GSA), PSO,
Teaching Learning Based Optimization (TLBO), and Ant Lion Optimizer (ALO) has been
demonstrated in [28] using benchmark test functions. In this study, a modified GJO (mGJO)
is proposed to for test function optimization and controller design problems based on VIC.
It is seen from the literature that classical PID structures are widely employed in industrial
systems; they provide acceptable outcomes for a linear system. However, PID structures
may not deliver the required performance for nonlinear systems with constraints. On
the contrary, a fuzzy based PID (FPID) can deal with nonlinearity and constraints [29,30].
The performance of FPID can be further improved by providing a direct connection from
input to output in addition to the FPID part thus making it adaptive. In the present study,
an adaptive FID with derivative filter (AFPIDF) structure is suggested for the frequency
regulation of an islanded MG system.

The contributions in this paper are:

• A modified GJO (mGJO) algorithm is suggested by incorporating Sine and Cosine
Adopted Scaling Factor (SCaSF) in the original GJO method.

• The dominance of them GJO method over GJO, GWO, BBO, GSA, PSO, TLBO, MVO
and ALO is demonstrated for test functions as well as the controller design problem.

• An AFPIDF structure is suggested to address the frequency regulation of an islander
MG based on the VIC concept.

• The dominance of AFPID over FPID and PID is demonstrated under various levels of
a symmetric renewable power penetration.
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The organization of the remaining work is as given. Section 2 presents the details about
the studied MG. Section 3 gives the structure of adaptive fuzzy PID controller alongside
the optimization plan for the MG. Section 4 deliberates the detailing of a novel modified
GJO (mGJO) algorithm. Section 5 presents the comparative results of the suggested control
approach. Finally, conclusions are given in Section 6.

2. Virtual Inertia Control (VIC) in Micro Grid (MG)
2.1. Studied MG

Figure 1 displays the schematic of the configuration studied MG which contains
thermal and RESs. The ratings of thermal unit, an ESS, solar unit, wind unitsand load
center of 12 MW, 4 MW, 6 MW, 7 MW and 15 MW, respectively, with the base of 15 MW.
Nonlinearities such as “12% Generator Rate Constraint (GRC)” and a “gate valve rate
limiter” for thermal unit are included in the system model. Figure 2 reveals the transfer-
function model of the studied MG. For frequency regulation of the MG, the thermal unit
is mainly used. Additionally, the Energy Storage System (ESS) also provides required
power and acts as a virtual inertia controller. The RESs generation and load are taken as
uncontrolled variables. The parameters of the system are given in Appendix A.
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2.2. Structure of VIC Loop

Low inertia MGs are susceptible to frequency instability with fewer rotating ma-
chines [31]. The main aim of the VIC is to provide virtual inertia support to the studied
MG to improve frequency regulation and in this manner permits a high portion of RESs
penetration inside the micro grid. Here, the derivative control method is applied to assess
the change in frequency which can change the ESS active power to a set point after certain
aggravation/disturbance. In this manner, the VIC is copied by utilizing the ESS and control
loop given in Figure 3.
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Figure 3. Model of VIC.

To acquire the characteristics of ESS, a low-pass filter is employed to remove the noise
problem. A limiter is present to limit the power output limit. The control law for the VIV
loop can be stated as [28]:

∆Pinertia =
KVI

1 + TVIs

(
d(∆ fPLL)

dt

)
(1)

where KVI, TVI and ∆fPLL are the control gain, VIC time constant and the frequency variation
(output of PLL), respectively.

In this manner, the capacity of VIC to respond to the rapid frequency variations
depends on PLL. Figure 4, displays the structure of PLL, which predominantly contains a
voltage-controlled oscillator, a filter and a phase detector.
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3. Proposed Controller Structure and the Problem Formulation
3.1. Structure of AFPIDF Controller

Traditional PID structures are simple, effective, and easy to implement [32,33]. Never-
theless, the performance of PID degrades in the presence of nonlinearities and constraints.
On the other hand, fuzzy logic is flexible and easy to understand and implement. It helps
to mimic the logic of human thought. It is a highly suitable method for uncertain or approx-
imate reasoning; therefore, the performance can be enhanced by employing a fuzzy PID
(FPID) controller. However, in the case of the FPID controller, the input signal is passed
through the FLC to obtain the desired output. To take the benefits of both the PID and
FPID controller, an adaptive type of FPID with a derivative filter (AFPIDF) is proposed in
the current study, as revealed in Figure 5. Frequency deviation (∆f ) is considered as an
error. The introduced controller has five parameters, two input scaling factors (K1, K2) and
the PID controller parameters (KP, KI, KD) that must be selected accurately to obtain the
desired frequency regulation.
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3.2. Objective Function

To minimize ∆F of the studied MG, an integral criterion with the objective to minimize
the ∆F, as well as control actions, is taken as the objective function as:

J =
t∫

0

[
Kw1(∆F)2 + (∆U)2/Kw2+

]
dt (2)

where t is the simulation time, ∆U is the controller output. In the above Equation, weights
Kw1 and Kw2 are assigned values of 10 and 100, respectively, to make both the components
in Equation (2) competitive during search procedure.

To find the AFPIDF controller parameters, a problem of optimization is formed as:

Minimize J (3)

Subject to
KiMin ≤ Ki ≤ Ki1Max (4)

where i = 1, 2, P, I & D (the two scaling factors and PID parameters), the subscripts Min and
Max represent the lower and upper bounds of the gains and taken in the range (0–2).

There filter coefficient N is taken as 100.
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4. Proposed Modified GJO Algorithm
4.1. Golden Jackal Optimization (GJO) Algorithm

The Golden Jackal Optimization (GJO) algorithm is motivated by the collective hunting
activities of golden jackals. The basic steps of GJO are prey probing, encircling, and
attacking, which are followed in GJO. The steps of the GJO procedure are [28].

4.1.1. Search Space Design

The GJO is a population-based technique, where the starting positions are randomly
located over the search area as:

X0 = Xmin + Rn(Xmax − Xmin) (5)

where Xmax and Xmin are the bound for variables and “Rn” is a random value from 0 to 1.
This step generates the starting matrix Prey is given in Equation (6), out of which the

two fittest is taken as jackal pair.

Prey =


X1,1 X1,2 . . . X1,v
X2,1 X2,2 . . . X2,v

...
Xn,1 Xn,2 . . . Xn,v

 (6)

where Xij represents the j-th element of i-th prey. There is “n” no. of preys with “v”
variables. The prey location represents a definite solution. An objective function is used to
find the fitness of each prey in the optimization process. The fitness of all preys (FPrey) is
given by:

FPrey =


f (X1,1; X1,2; . . . X1,v)
f (X2,1; X2,2; . . . X2,v)

...
f (Xn,1; Xn,2; . . . Xn,v)

 (7)

where “f ” is the objective function. The two fittest are called Male Jackal and Female Jackal.

4.1.2. Exploration Phase

Jackals know how to identify and trail the prey, but occasionally the prey are not
trapped simply and escape. Later, the jackals pause and hunt for other prey. Hunting is led
by the male jackal followed by the female jackal as:

X1(t) = XM(t)− E.|XM(t)− rl.Prey(t)| (8)

X2(t) = XFM(t)− E.|XFM(t)− rl.Prey(t)| (9)

where, “t” represent the present, Prey(t) is the location of the prey in t, and XM(t) and XFM(t)
represent the positions in t &X1(t) and X2(t) are new locations of the male and female jackal,
respectively.

E is escaping prey energy found as:

E = E1 ∗ E0 (10)

E1 and E0 represent the declining and initial energy of the prey. E0 is varied from −1
to 1 and found as:

E0 = 2 ∗ r− 1 (11)

where “r” is a random value from 0 and 1. E1 is found as:

E1 = c1 ∗ (1− (t/T)) (12)
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where c1 equals to 1.5, E1 is gradually reduced from 1.5 to 0 during iterations.
The value of |XM(t)− rl.Prey(t)| in Equations (8) and (9) calculates the distance

between preyand jackal, which is deducted or added to the present location of the jackal
based on E. “rl” is an arbitrary value determined based on Levy Flight (LF) distribution as
in Equation (13).

rl = 0.05 ∗ LF(x) (13)

The LF is calculated by:

LF(x) = 0.01 × (µ × σ)/(
∣∣∣ r(1/β)

∣∣∣ ) ; σ =

 Γ(1 + β) × sin(πβ/2)

Γ
(

1+β
2

)
× β ×

(
2

β−1
2

)
1/β

(14)

where u, v are arbitrary parameters in the range (0, 1), β is a constant and taken as 1.5. The
jackal locations are reorganized as:

X(t + 1) =
X1(t) + X2(t)

2
(15)

4.1.3. Exploitation Phase

Once the prey is confronted by jackals its energy declines and then the jackals encircles
the prey identified in the earlier phase. Thereafter, they jump on prey and eat it. This action
of jackal’s collected pursuing is expressed as:

X1(t) = XM(t)− E.| rl.XM(t)− Prey(t)| (16)

X2(t) = XFM(t)− E.| rl.XFM(t)− Prey(t)| (17)

The purpose of “rl” in Equations (16) and (17) is to offer random actions in the
exploitation phase, supporting exploration and local optima evasion.

4.1.4. Moving from Exploration to Exploitation

In the GJO procedure, E value is used in moving from exploration to exploitation. The
prey’s energy declines significantly throughout evading behavior. When E0 diminishes
from 0 to−1, the prey is actually weakening, and when E0 increases from 0 to 1, the strength
of the prey increases. If |E| > 1, the jackal pairs search diverse segments for exploring prey,
and if |E| < 1, jackals assault the prey and carries out exploitation.

4.2. Modified GJO (mGJO) Algorithm

The problem associated with the GJO algorithm is the identification of the best loca-
tions of Jackals at the initial stages. Therefore, increasing the step size in the beginning
phase of the algorithm may result in deviating the Jackal’s locations from the ideal locations.
Thus, to control the movement of Jackals in the early stages, sine cosine adopted scaling
factors (SCaSF) can be utilized. Inclusion of SCaSF, modifies the Jackal’s location, thus
improving the search capability of the calculation. For proper exploitation of the search
space, the algorithm should be able to find better positions and for the exploration, the
solution is equipped to search beyond and also among the best locations of Jackal’s found
in the previous iterations. The cyclic shape of sine and cosine functions enables a solution
to be repositioned nearby another solution. The said procedure can ensure improved
exploitation and exploration ability of the original GJO.

The scaled positions of Jackals in the proposed mGJO are modified as:

X(t + 1)Modi f ied = ScaSF
(

X1(t) + X2(t)
2

)
(18)



Symmetry 2022, 14, 1946 8 of 18

where ScaSF is determined as:

ScaSF =

{
sin(WT1 −WT2 ∗ (t/Tmax) i f RD < 0.5
cos(WT1 −WT2 ∗ (t/Tmax) i f RD ≥ 0.5

(19)

where RD is a random value in the range [0, 1] and WT1&WT2are weighting factors. For
the proper determination of weights WT1 &WT2, various values of weights are tested. It is
observed that the best results are acquired when WT1&WT2are chosen as 10 &9, respectively.

5. Simulation Results and Discussion
5.1. Benchmark Functions Testing

Initially, the effectiveness of the suggested mGJO technique is verified by taking some
unimodal and multimodal functions, as shown in Table 1 [28]. To validate the benefit of the
mGJO strategy, outcomes of the mGJO are equated with GJO, GWO, GSA, PSO, TLBO and
ALO results, as carried out in the original paper, taking the same algorithm parameters [28].
For all the methods, search agents and iterations are taken as 30 and 200, respectively, as
carried out in [28] for a fair comparison. The measurable results, such asbest, average,
worst and standard deviation for 30 runs are assembled in Table 2, from which it is noticed
that proposed mGJO out performs other algorithms for almost all test functions.

The superior convergence characteristic of GJO over GWO, GSA, PSO, TLBO and ALO
has been demonstrated in reference [28]. Here, the convergence characteristic of mGJO is
compared with the original GJO and shown in Figure 6, which clearly demonstrates the
superior convergence characteristic of mGJO over GJO.

Table 1. Benchmark functions.

Function Name Expression Range D

Sphere UF1(y) =
n
∑

i=1
y2

i
[−100, 100] 30

Schwefel-1 UF2(y) =
n
∑

i=1
|yi|+

n
∏
i=1

yi [−10, 10] 30

Schwefel-2 UF3 (y) =
n
∑

i=1

(
i

∑
j−1

yj

)2
[−100, 100] 30

Schwefel-3 UF4(y) = maxi{|yi|, 1 ≤ i ≤ n} [−100, 100] 30

Quartic UF5(y) =
n
∑

i=1
iy4

i + random[0, 1) [−1.,28, 1.28] 30

Generalized Rastrigin MF1(y) =
n
∑

i=1

[
y2

i − 10 cos(2πyi) + 10
] [−5.12, 5.12] 30

Ackley
MF2(y) = −20exp

(
−0.2

√
1
n

n
∑

i=1
y2

i

)
−

exp
(

1
n

n
∑

i=1
cos(2πyi)

)
+ 20

[−32, 32] 30

Generalized Griewank MF3(y) = 1
4000

n
∑

i=1
y2

i −
n
∏
j=1

cos
(

yi√
i

)
+ 1 [−600, 600] 30

Kowalik MF4(y) =
11
∑

i=1

[
ai −

y1(b2
i +biy2)

b2
i +biy3+y4

]2
[−5, 5] 4

Six-Hump Camel-Back MF5(y) = 4y2
1 − 2.1y4

1 = 1
3 y6

1 + y1y2 − 4y2
2 + 4y4

2 [−5, 5] 2
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Table 2. Results for benchmark functions.

Function Indices mGJO GJO GWO GSA PSO TLBO ALO

UF1(y)
(Min = 0)

Best 5.49 ×
10−103 2.83 × 10−46 1.22 × 10−23 1.57 × 10−9 1.63 × 10−10 2.59 × 10−43 1.23 × 10−6

Worst 1.98 × 10−99 6.4 × 10−40 2.97 × 10−20 1.53 × 10−6 2.09 × 10−7 5.1 × 10−41 2.72 × 10−5

Ave. 2.91 × 10−98 6.3 × 10−41 3.37 × 10−21 7.21 × 10−9 3.42 × 10−8 1.03 × 10−41 9.09 × 10−6

SD 5.46 × 10−99 1.51 × 10−40 6.45 × 10−21 3.78 × 10−9 5.35 × 10−8 1.47 × 10−41 7.74 × 10−6

UF2(y)
(Min = 0)

Best 5.89 × 10−55 2.28 × 10−25 3.75 × 10−14 1.66 × 10−4 1.5 × 10−5 1.38 × 10−22 7.28 × 10−4

Worst 7.74 × 10−53 2.17 × 10−22 2.99 × 10−13 4.45 × 10−4 7.56 × 10−4 7.83 × 10−21 33.87

Ave. 5.01 × 10−52 2.23 × 10−23 6.12 × 10−13 2.42 × 10−4 1.18 × 10−4 1.53 × 10−21 5.08

SD 1.03 × 10−52 4.3 × 10−23 7.08 × 10−13 5.91 × 10−5 1.14 × 10−4 1.45 × 10−21 7.81

UF3(y)
(Min = 0)

Best 1.48 × 10−87 3.69 × 10−26 8.64 × 10−11 1.85 × 10−2 2.66 × 10−3 2.13 × 10−19 0.701

Worst 1.42 × 10−81 1.6 × 10−19 3.38 × 10−7 37.29 1.41 × 10−1 1.94 × 10−16 1551.35

Ave. 2.16 × 10−80 1.51 × 10−20 2.4 × 10−8 7.11 2.43 × 10−2 2.99 × 10−17 294.37

SD 4.50 × 10−81 3.53 × 10−20 6.89 × 10−8 10.01 2.89 × 10−2 4.9 × 10−17 353.97

UF4(y)
(Min = 0)

Best 5.83 × 10−48 4.93 × 10−18 5.52 × 10−8 2.93 × 10−5 7.06 × 10−4 1.77 × 10−18 9.39 × 10−3

Worst 3.37 × 10−46 4.66 × 10−15 8.25 × 10−6 8.95 × 10−5 3.74 × 10−2 3.51 × 10−17 14.68

Ave. 1.55 × 10−45 1.28 × 10−15 1.08 × 10−6 6.25 × 10−5 1.01 × 10−2 7.68 × 10−18 3.26

SD 4.46 × 10−46 1.27 × 10−15 1.64 × 10−6 1.56 × 10−5 8.42 × 10−3 7.04 × 10−18 3.62

UF5(y)
(Min = 0)

Best 1.61 × 10−5 6.73 × 10−05 2.35 × 10−4 2.85 × 10−3 4.79 × 10−3 3.41 × 10−3 1.59 × 10−2

Worst 2.38 × 10−4 2.85 × 10−3 4.69 × 10−3 3.67 × 10−2 3.55 × 10−2 3.162 × 10−3 1.75 × 10−1

Ave. 6.84 × 10−4 7.77 × 10−4 1.37 × 10−3 1.58 × 10−2 1.81 × 10−2 1.71 × 10−3 6.65 × 10−2

SD 1.87 × 10−4 0.000657 1.06 × 10−3 7.91 × 10−3 7.87 × 10−3 7.19 × 10−4 3.68 × 10−2

MF1(y)
(Min = 0)

Best 0 0 0 0.994961 2.992063 0.013259 7.95967

Worst 0 18.13774 9.140608 14.92438 16.24605 14.22896 49.74783

Ave. 0 0.604591 2.653841 7.429027 8.659233 5.500317 23.74631

SD 0 3.311483 2.834879 3.404116 3.173189 3.437944 11.01983

MF2(y)
(Min = 0)

Best 8.88 × 10−16 4.44 × 10−15 2.08 × 10−12 8.09 × 10−5 1.07 × 10−5 4.44 × 10−15 5.57 × 10−4

Worst 4.44 × 10−15 7.99 × 10−15 1 × 10−10 1.88 × 10−4 4.44 × 10−4 7.54 × 10−15 5.191245

Ave. 4.32 × 10−15 4.8 × 10−15 2 × 10−11 1.22 × 10−4 1.51 × 10−4 4.9 × 10−15 1.389097

SD 6.48 × 10−16 1.08 × 10−15 2.13 × 10−11 2.7 × 10−5 1.15 × 10−4 1.9 × 10−15 1.345589

MF3(y)
(Min = 0)

Best 0 0 0 2.16691 6.1535 ×
10−2 0 5.5238 ×

10−2

Worst 0 0.173643 0.101945 11.33721 3.007362 9.6573 ×
10−2 0.324966

Ave. 0 1.321 × 10−2 2.985 × 10−2 5.603493 0.939436 1.6522 ×
10−2 0.179803

SD 0 3.9472 ×
10−2 0.026988 2.647036 0.760557 2.3714 ×

10−2
7.5028 ×

10−2

MF4(y)
(Min = 3 ×

10−4)

Best 3.08 × 10−4 3.13 × 10−4 3.38 × 10−4 9.23 × 10−4 3.43 × 10−4 3.07 × 10−4 6.27 × 10−4

Worst 7.35 × 10−4 2.04 × 10−2 2.10 × 10−2 1.40 × 10−2 1.35 × 10−3 2.04 × 10−2 2.11 × 10−2

Ave. 4.24 × 10−4 1.40 × 10−3 2.65 × 10−3 3.42 × 10−3 8.74 × 10−4 1.76 × 10−3 2.66 × 10−3

SD 1.01 × 10−4 1.47 × 10−4 6.08 × 10−3 3.24 × 10−3 1.91 × 10−4 5.06 × 10−3 3.67 × 10−3

MF5(y)
(Min =
−1.0316)

Best −1.0316 −1.03163 −1.03163 −1.03163 −1.03163 −1.03163 −1.03163

Worst −1.0254 −1.03162 −1.03163 −1.03163 −1.03163 −1.03163 −1.03163

Ave. −1.0313 −1.03163 −1.03163 −1.03163 −1.03163 −1.03163 −1.03163

SD 7.1 × 10−4 1.63 × 10−6 1.28 × 10−7 1.56 × 10−10 5.38 × 10−16 5.61 × 10−16 3.17 × 10−13
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The superior convergence characteristic of GJO over GWO, GSA, PSO, TLBO and 
ALO has been demonstrated in reference [28]. Here, the convergence characteristic of 
mGJO is compared with the original GJO and shown in Figure 6, which clearly demon-
strates the superior convergence characteristic of mGJO over GJO. 
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In many applications, conventional optimization techniques have been applied to
solve engineering design problems. For example, in [34], a self-feedback recurrent fuzzy
neural network estimator for an active power filter has been proposed to improve harmonic
compensation of the performance of where a gradient descent optimization technique has
been applied to solve the optimal control problem. A Gradient Based Optimizer (GBO)
method has been applied to solve the Unit Commitment problem [35] and to identify the
best parameters of PEM fuel cell [36]. In these types of applications, the proposed mGJO
method can be applied to obtain the improved result.
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5.2. Implementation of mGJO in Engineering Design Problem

In the next stage, the mGJO is applied to the engineering design problem, i.e., controller
design for frequency regulation of the MG system, shown in Figure 1. The model of the
system under study is developed in a MATLAB/SIMULINK environment, where the
controller parameters are the search variables. The optimization routines are written in a
separate m file. The model is simulated by applying a disturbance; the objective function
values are calculated and transferred to the optimization routine through workspace. At
the end of the optimization routine, the best controller parameters corresponding to the
minimum value of objective function are obtained.

The variations in load demand (∆PD), wind power (∆PWTG), solar power (∆PPV), and
the total renewable sources (∆PRES) are shown in Figure 7a. To authenticate the better
performance of the mGJO method, firstly, PID controllers are assumed and PID parameters
(KP, KI, KD)optimized by the mGJO, GJO, GWO, GSA, PSO, TLBO and ALO techniques.
All the techniques are run 30 times independently and the best parameters as per minimum
J value given by Equation (2) obtained are chosen, shown in Table 3. It is clear from Table 3
that a smaller amount of J value is attained with GJO compared to GWO, GSA, PSO, TLBO
and ALO techniques. The J value is further reduced when mGJO is used. The % decrease
in J value with the proposed mGJO technique compared to GJO, GWO, GSA, PSO, TLBO
and ALO techniques are 14.68%, 15.34%, 18.36%, 23.66%, 24.21%, and 24.85%, respectively.

Table 3. Optimized controller values.

Technique/
Controller K1 K2 KP KI KD J Value

ALO/PID _ _ 1.1477 0.8386 0.2995 11.1421

GSA/PID _ _ 1.8912 1.0214 0.2453 11.0467

PSO/PID _ _ 1.5998 1.0559 0.3187 10.9684

GWO/PID _ _ 1.6556 1.0852 0.2243 10.2568

TLBO/PID _ _ 1.5945 1.1648 0.2187 9.8906

GJO/PID _ _ 0.9331 1.1375 0.3364 9.8138

mGJO/PID _ _ 0.4855 1.1366 0.2016 8.3729

mGJO/FPID 0.2811 0.0393 1.9883 1.6173 0.1187 4.6162

mGJO/AFPIDF 0.3386 0.0764 1.4223 1.4092 0.0931 2.6341

The comparative ∆F responses for different techniques (with PID) is shown in
Figure 7b. It is observed from Figure 7b that, the response with the mGJO technique
is superior to GJO, GWO, GSA, PSO, TLBO and ALO techniques. The comparison report of
transient characteristics using integral errors and Maximum Overshoot (MOs)/Maximum
Undershoot (MUs) of Figure 7b are given in Table 4. It is observed from Table 4 that the
numerical value integral errors, MOs/Mus, due to the mGJO optimized PID controller, are
found to be least compared, the same with the GJO, GWO, GSA, PSO, TLBO and ALO
optimized PID controller. This confirms the superiority of the mGJO technique over the
GJO, GWO, GSA, PSO, TLBO and ALO techniques in the studied controller design problem.



Symmetry 2022, 14, 1946 12 of 18

Symmetry 2022, 14, x FOR PEER REVIEW 12 of 18 
 

 

PID controller. This confirms the superiority of the mGJO technique over the GJO, GWO, 
GSA, PSO, TLBO and ALO techniques in the studied controller design problem. 

In the next stage, the mGJO technique is employed to optimize the proposed AFPIDF 
and FPID controllers. The structure of FPID is similar to the AFPIDF shown in Figure 3, 
without the direct link from input to output. The optimized values are given in Table 3, 
from which it is clear that least J value is attained with AFPIDF compared to FPID and 
PID. The % decrease improvement in J values using AFPIDF compared to FPID and PID 
are 42.93% and 68.54%, respectively. 

(a) 

 
(b) 

Figure 7. (a) Variation in ΔPD, ΔPWTG, ΔPPV, ΔPRES, (b) System response with PID. 

Table 3. Optimized controller values. 

Technique/ 
Controller 

K1 K2 KP KI KD J Value 

ALO/PID _ _ 1.1477 0.8386 0.2995 11.1421 
GSA/PID _ _ 1.8912 1.0214 0.2453 11.0467 

Figure 7. (a) Variation in ∆PD, ∆PWTG, ∆PPV, ∆PRES, (b) System response with PID.

Table 4. Performance with PID tuned by different techniques.

Technique/
Controller

Integral Errors MOS
in ∆F

MUs in
∆F (-ve)ISE ITAE ITSE IAE

ALO/PID 1.0217 270.6073 49.0962 5.4408 0.4259 0.4819

GSA/PID 0.9974 263.9853 46.8408 5.3467 0.4561 0.5126

PSO/PID 0.9665 256.7279 45.8277 5.1555 0.4328 0.4949

GWO/PID 0.9435 240.8556 44.3725 4.9532 0.4678 0.5026

TLBO/PID 0.9104 227.2530 42.7798 4.7245 0.4684 0.4986

GJO/PID 0.8849 224.3486 41.9169 4.4787 0.4187 0.4775

In the next stage, the mGJO technique is employed to optimize the proposed AFPIDF
and FPID controllers. The structure of FPID is similar to the AFPIDF shown in Figure 3,



Symmetry 2022, 14, 1946 13 of 18

without the direct link from input to output. The optimized values are given in Table 3,
from which it is clear that least J value is attained with AFPIDF compared to FPID and PID.
The % decrease improvement in J values using AFPIDF compared to FPID and PID are
42.93% and 68.54%, respectively.

To evaluate the effect of RESs integration level on the MG, the following conditions
are considered

5.2.1. Condition 1: Normal RES Integration

In this condition, normal (100%) RESs integration is assumed, and uncontrolled
variations are shown in Figure 7a. Figure 8a reveals the ∆F response of the MG. It can be
noticed from Figure 8a that the transient performance without control is highly oscillatory,
with large deviations in system frequency. The response with AFPIDF is superior to FPID
and PID with lesser integral and MOs/MUs than other controllers. Figure 8b displays the
power output of the thermal unit (∆PTh) and inertia (∆PInertia) power for the above case.
In Figure 8b, negative values indicate a decrease in respective power. It can be seen from
Figure 8b that when ∆PRES increases, the ∆PTh and ∆PInertia values decrease.
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5.2.2. Condition 2: Reduced RES Integration

In this condition, the RESs integration level is reduced to half, i.e., 50% of its normal
values, as revealed in Figure 9a, and the ∆F response in displayed in Figure 9b. In this case,
it is also seen that the response with AFPIDF is superior to FPID and PID controllers. The
response of ∆PTh and ∆PInertia is shown in Figure 9c. It can be seen from Figure 9a,c that
when the penetration level of ∆PRES decreases, the ∆PTh and ∆PInertia values increase.
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Figure 9. Response for Condition-2 (a) ∆PD, ∆PWTG, ∆PPV, ∆PRES (b) ∆F (c) ∆PTh, ∆PInertia.

5.2.3. Condition 3: Increased RES Integration

In this case, the penetration level of ∆PRES is increased to 125% as presented in
Figure 10a and the ∆F response is shown in Figure 10b. Improved system responses are
obtained with AFPIDF is superior to FPID and PID controllers. The response of ∆PTh and
∆PInertia are shown in in Figure 10c, from which it is clear that as the penetration level of
∆PRES increases, ∆PTh and ∆PInertia values are suitably changed to minimize the frequency
deviation.
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The comparison report of the transient characteristics of various values integral errors,
MOs/MUs, of ∆F for all the conditions are given in Table 5. It is observed from this table
that the numerical values of integral errors, MOs and Mus, due to AFPIDF, are found to be
least compared to other approaches.
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Table 5. Performance index comparison of different control approaches for all cases.

Technique/
Controller

Integral Errors MOS
in ∆F

MUs in
∆F (-ve)

J Value
ISE ITAE ITSE IAE

Case-1

mGJO/PID 0.7952 198.4558 38.0886 4.2059 0.4106 0.4707 8.3729

mGJO/FPID 0.4417 130.6643 20.6084 2.7231 0.3504 0.3881 4.6162

mGJO/AFPIDF 0.2220 84.3966 10.0556 1.8131 0.2838 0.2949 2.6341

Case-2

mGJO/PID 0.7035 158.6698 31.3289 3.4652 0.4060 0.4355 7.6252

mGJO/FPID 0.4251 115.8667 18.6158 2.5230 0.3426 0.3617 4.7673

mGJO/AFPIDF 0.2212 76.7245 9.4528 1.6975 0.2813 0.2860 3.3048

Case-3

mGJO/PID 0.8792 220.4062 43.2489 4.6307 0.4129 0.4888 9.1711

mGJO/FPID 0.4653 139.6949 21.8918 2.9313 0.3540 0.4083 4.8058

mGJO/AFPIDF 0.2377 91.3450 10.8443 1.9856 0.2869 0.3014 2.6139

6. Conclusions

This study addresses the frequency regulation issue of a MG by employing an mGJO
based AFPIDF controller with VIC. Initially, the dominance of the mGJO over GJO, GWO,
GSA, PSO, TLBO and ALO is demonstrated by taking a set of benchmark functions. The
proposed mGJO technique is then employed to design a PID controller for frequency
regulation of an islanded MG in the VIC environment. It is observed that with the same
controller structure, the % decrease in J value with suggested mGJO related to GJO, GWO,
GSA, PSO, TLBO and ALO techniques are 14.68%, 15.34%, 18.36%, 23.66% 24.21%, and
24.85%, respectively. In the next stage, the proposed mGJO method is utilized to tune
AFPID and PFPID controllers and it is observed that % decrease in J value with AFPIDF
related to FPID and PID are 42.93% and 68.54%, respectively. It is further noticed that the
proposed mGJO optimized AFPIDF approach for frequency control performs satisfactorily
with various levels of asymmetric RES penetration. In the current study, a fixed virtual
inertia constant is considered. For future work, an adaptive virtual inertia control system
using fuzzy logic can be developed. Additionally, VIC control for multi-area systems can
be considered.
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Appendix A

Governor time constant (Tg) = 0.1 s, Turbine time constant (Tt) = 0.4 s, Virtual inertia
time constant (TVI) = 0.4 s, Frequency bias factor (β) = 1 p.u.MW/Hz; Droop characteristic
(R) = 2.4 Hz/p.u.MW; System damping (D) = 0.015 p.u.MW/Hz, System inertia constant
(H) = 0.083 p.u.MW s; Wind turbine time constant (TWT) = 1.5 s, Solar system time constant
(TPV) = 1.85 s, Gate valve limits (VU/VL) = ±0.5, ESS capacity (PINTERTIA) = ±0.25, Virtual
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inertia gain (KVT) = 0.8; Phase detector gain (KPD) = 1.0; Loop filter gain (KLF) = 1.0; Voltage
oscillator gain (KVCO) = 1.0; Time constant of PLL (TPLL) = 1.5 s.
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