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Abstract: Many Symmetry blocks were proposed in the Single Image Super-Resolution (SISR) task.
The Attention-based block is powerful but costly on non-local features, while the Convolutional-
based block is good at efficiently handling the local features. However, assembling two different
Symmetry blocks will generate an Asymmetry block, making the classic Symmetry-block-based
Super-Resolution (SR) architecture fail to deal with these Asymmetry blocks. In this paper, we
proposed a new Dynamic fusion of Local and Non-local features-based Feedback Network (DLNFN)
for SR, which focus on optimizing the traditional Symmetry-block-based SR architecture to hold
two Symmetry blocks in parallel, making two Symmetry-blocks working on what they do best.
(1) We introduce the Convolutional-based block for the local features and Attention-based network
block for non-local features and propose the Delivery—Adjust-Fusion framework to hold these
blocks. (2) we propose a Dynamic Weight block (DW block) which can generate different weight
values to fuse the outputs on different feedback iterations. (3) We introduce the MAConv layer to
optimize the In block, which is critical for our two blocks-based feedback algorithm. Experiments
show our proposed DLNFN can take full advantage of two different blocks and outperform other
state-of-the-art algorithms.

Keywords: single-image super-resolution; self-attention; feedback network; dynamic weight; deep
convolutional network

1. Introduction

Single-Image Super-Resolution (SISR) aims to reconstruct a high-resolution (HR) image
from a single low-resolution (LR) input image. The mapping between LR and HR images
is not bijective, leading to a challenging and ill-posed problem. The recent success of deep
neural network based image SR achieved significant success [1], such as Convolutional [2],
Feedback [3], and Attention [4]-based HR.

The most recent advance mainly introduces only one block to extract features from
LR images to generate SR images; different blocks have own unique advantages: the
Convolutional-based SR [2] is adept at extracting local features from the input LR images
(receptive field is limited by kernel size), while the Attention-based SR [4] is adept at
non-local features from the input LR images but costly. Both kinds of methods achieved
remarkable results on PSNR or SSIM, but the performance of these methods is varied with
the input LR image’s features.

Addressing the above shortage, we try to make the best of both Attention-based SR
and Convolutional-based SR. We introduce the Attention-based block to focus on extracting
the non-local features, while the Convolution-based block focuses on extracting the local
features. This strategy can reinforce the advantages and avoid the disadvantages of both
blocks.

However, simply connecting two different blocks in parallel cannot improve the
performance: (1) Simply introducing two blocks will double the network scale, which
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leads to difficult training. To solve this problem, we introduce the feedback strategy
for our network. The Feedback-based SR can reduce the network scale while achieving
remarkable performance. (2) How do we merge two blocks’ feature maps together to
generate the desired outputs? Chen’s work [5] indicated attention favor low-frequency
patterns at low level and high-frequency patterns at higher levels, which means different
level features need different weight values to fuse. So simply adding the corresponding
feature maps together (can be seen as fixed weighting add) cannot vary the weight values
during different levels. Another famous method is simply one Convolutional layer fusion,
but Convolutional layer fusion cannot deal with non-local features and will lead to one
branch gradient vanishing if bad initialization for the Convolutional layer. (3) How to
generate desired input feature maps for two blocks? The two branches-based feedback
block is sensitive to the input feature maps. It is expected that the input features need to be
easily separated to feed into two blocks, and the first iteration input for the feedback block
should be in the same form as the following iteration inputs, making the feedback block
focus on extracting similar features during all the iterations. The deeper input block can
ease the challenge, but it will lead to a vanishing gradient problem.

Addressing the three challenges mentioned above, in this paper, we proposed the
Dynamic fusion of Local and Non-local features-based Feedback Network (DLNEN) for
Super-Resolution (SR). (1) We take the Feedback-based SR as the overall structure, and intro-
duce the Cross-Scale Non-Local block (CSNL) from Mei’s work [4] as the Attention-based
block and the Feedback-block (FB) from Li’s work [3] as the Convolution-based-block,
and the two blocks placed in parallel, We also proposed the Delivery-Adjust-Fusion frame-
work to hold these blocks, making them working on what they do best. (2) We introduce a
Dynamic Weighting block (DW block) to evaluate the weight values for two branch feature
maps under different inputs for each feedback iteration and sum the corresponding feature
maps together. (3) We introduce a Mutual Affine Convolutional (MAConv) layer from
Liang’s work [6] as the input layer. The MAConv layer can enhance feature expressiveness
without increasing receptive field, model size, and computation; therefore, one MAConv
can get a close performance using fewer model sizes than one traditional Convolutional
layer. By cascading some MAConv layers as the input layer, we can obtain a deeper input
layer that is easy to train.

In summary, the main contributions of this paper are three-folds:

1.  We introduce the Convolution-based block and Attention-based block as the base
block of our Feedback-based SR; the Convolution-based block focuses on extracting
local feature, and the Attention-based block focus on extracting non-local feature. We
also propose the Delivery—Adjust-Fusion framework to hold these blocks, making
them work on what they do best.

2. We proposed a Dynamic Weighting block (DW block) to generate the right weight
values for different inputs under different iterations, and fuse both branches’ feature
maps together.

3. We introduce the MAConv layer as the input block, which is critical for our two
branch-based feedback algorithms. By cascading 4 MAConv layers as the input layer,
we can obtain a deeper input layer while easy to train.

The experiments show our proposal outperforms other state-of-the-art algorithms.

2. Related Works

In this section, we will give a brief introduction to the famous SR algorithms related to
our work.

The Convolutional-based SR can extract local features efficiently. The receptive field
is limited by kernel size (usually 3 x 3), but it can be extended by cascading many Con-
volutional layers. The SRCNN [7] is well-known as the first deep Convolutional-based
SR, which is only 3 Convolutional layers. VDSR [8] is a very deep Convolutional-based
SR with 20 Convolutional layers, so VDSR can extract deeper features which will improve
the SR performance, but difficult to converge. SRCNN and VDSR are well-known classical
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SISR algorithms, the performances are not superior but are still an inspiration for other
algorithms.

The Feedback-based SR is a famous network structure that can go very deep without
increasing the number of parameters. DRCN [9] is a typically Feedback-based SR, in which
up to 16 recursions, the outputs of all recursions are fed into the end (Reconstruction Net)
so different levels of feature maps can be used to generate SR images. SRFBN [3] is a newly
proposed Feedback-based SR algorithm, the feedback block of SRFBN is with G projection
groups sequentially with dense skip connections among them, totally T iterations. Each
projection group includes a Deconvolutional layer that follows a Convolutional layer,
the Deconvolutional layer can up-sampled features (LR - HR) while the Convolutional
layer can down-sampled (HR - LR) to get rid of useless information, this strategy can
generate powerful high-level representations. However, both DRCN and SRFBNSs failed to
consider the Non-local features.

There are many works on optimizing the Convolutional-based SR to reduce the cost.
Adder Neural Networks (AdderNets) utilize additions to calculate the output features,
thus, avoiding massive energy consumption of Conventional multiplications, but cannot
be directly introduced into SR due to the different calculation paradigm. Song et. al. [10]
thoroughly analyze the relationship between an adder operation and the identity mapping
and insert shortcuts to enhance the performance, proposing the AdderSR. The experiments
show AdderSR can achieve comparable performance to that of the CNN baselines with an
about 2.5 x reduction in energy consumption. Liang et. al. [6] proposed a new Mutual Affine
Convolution (MAConv) layer which enhanced feature expressiveness without increasing
receptive field, model size, and computation burden. The MAConv exploits channel
interdependence, by splitting channels with an affine transformation module whose input
is the rest of channel splits. The experiments show that the proposed MAConv achieves
the best performance with fewer parameters and FLOPs. Both AdderSR and MAConv
layers can reduce the cost, which is very helpful for us in designing larger-scale networks.
However, we cannot simply replace all the Convolutional layers with them, as they were
not designed to improve the performance (PSNR/SSIM).

Attention, which can extract non-local features, has been studied extensively in the
previous research [11,12]. There are many simple but efficient Attention-based models,
such as Channel Attention [11], Spatial Attention [13,14], and Pixel Attention [15]. These
Attention-based models can extract long-range (non-local) features under different di-
mensions. To improve the SR model’s performance further, many larger Attention-based
models were introduced.

Mei et al. [4] proposed the Cross-Scale Non-Local (CSNL) attention module, which can
deal with different scale non-local features. The CSNL is a cross-scale feature correlation-
based module by introducing a down-sample scaling factor, so the CSNL can deal with
different scale non-local features. Niu et al. [16] proposed a new Holistic Attention Network
(HAN), which consists of a Layer Attention Module (LAM) and a Channel-Spatial Attention
Module(CSAM) to model the holistic inter-dependencies among layers, channels, and posi-
tions. These attention models are powerful but costly due to the quadratic computational
cost of the input size and introduced too much noise [17].

Introducing sparse representation into the Attention-based model can alleviate the
problem of noise and cost. Mei et al. [18] introduce sparse representation into the Attention-
based model, proposing a novel Non-Local Sparse Attention (NLSA) with dynamic sparse
attention pattern while reducing the computational cost from quadratic to asymptotic
linear with respect to the input size. Xia et al. [17] proposed a novel Efficient Non-Local
Contrastive Attention (ENLCA) into SR, which also introduced sparse into the module.
The ENLCA merely requires linear computation and space complexity with respect to
the input size. Both NLSA and ENLCA significantly reduce the cost while achieving
comparable performance as the state-of-the-art Attention-based module. However, both of
these models did not consider the different scale similar features and only considered the
non-local features.
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Fusing different blocks together is a difficult task. Behjati et al. [19] introduced a
novel procedure called residual attention feature group (RAFG), in which both parallelizing
attention and residual block are linearly fused. They also propose a directional variance
attention network (DiVANet), which is a computationally efficient yet accurate network
for SISR. Our previous work [20] introduced a heavy-block LNFSR that introduced three
different blocks; we also proposed an Up-Fusion-Delivery layer to fuse three blocks together.
The proposed LNFSR achieved the best performance, but the network is too large, and
the fusion method is crude and needs further optimization. Chen et al. [5] introduced
an Attention Dropout Module, which dynamically produces sum-to-one attention for its
internal branches. This strategy is ingenious and inspired our work, but the proposed
Attention Dropout Module is lightweight, which only focuses on the non-local features,
and it is not designed for the Feedback-based network, so the strategy cannot be introduced
into our work directly.

Motivated by the recent work analyzed above, we proposed the Dynamic fusion of
Local and Non-local features-based Feedback Network (DLNEN) for SR, expecting the
Attention-based block (for non-local features) and the Convolutional-based block (for local
features) can work on what they do best. The fusion method is inspired by Chen’s work [5]
but making great improvement for our work. We also introduce the MAConv layer, which
was optimized to reduce the cost in Liang’s work [6], to replace the Convolutional layers in
the critical place.

3. The Dynamic Fusion of Local and Non-Local Features-Based Feedback Network
(DLNFN) for SR

In this section, we introduce our proposed Dynamic fusion of Local and Non-local
features-based Feedback Network (DLNFN) for SR. Firstly, we will introduce the network
overall Architecture of our proposed DLNEN in Section 3.1. Secondly, we will introduce the
main block (DLN block) of our proposed DLNEN in Section 3.2. At last, we will discuss the
implementation details not mentioned above in Section 3.3. The acronyms and notations
used in this Section are listed in Appendix A (Table Al).

3.1. The Network Overall Architecture of Our DLNFN

In this section, we will give a detailed introduction to the network architecture of our
proposed DLNFN, the overall architecture is shown in Figure 1. Our DLNFN consists of
3 parts: Input Feature Extraction block (In block), Dynamic fusion of Local and Non-local
features-based Feedback block (DLN block), and Reconstruction block (Rec block). Let
us denote Ig as the input Low-Resolution (LR) image, Igr as the corresponding High-
Resolution (HR) image, and Igg as the Super-Resolution (SR) image, which is the output of
the DLNEN.

DAF
-l DW block
|‘ Conv |‘ MAConv |’ framework

) Deep Net ) Attention block
SR
[
ol Ei .‘
ﬁ—’
| A
nblock L D_Lﬂb_"_’ci. Rcblock

Figure 1. The network overall architecture of our LNFSR.
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Input Feature Extraction block (In block): The In block is the first block extracting
features from the input LR image. Due to the In block being far from the output, it is easy to
be vanishing gradient problem (especially for Feedback-based SR, which can be considered
as a very deep network if we expend Feedback block into a series of blocks). Precious work
usually takes only one Convolutional layer to reduce the vanishing gradient problem [3,4],
but this trick isn’t suitable for our DLNFN because the DLN block is three blocks in parallel,
which is sensitive to the feature maps from the In block. The first iteration’s input (the In
block outputs) must be similar to the following iteration’s inputs (the outputs of the DLN
block in different iteration). The suitable output for In block will release the DLN block
from compensating different iteration’s inputs, so powerful In block can help the DLN
block focus on extracting similar features during different iterations.

To enhance the feature extraction capacity and expressiveness for the In block, we
introduce the MAConv layer [6] into the In block of our DLNFN. The MAConv layer
can enhance feature expressiveness without increasing receptive field, model size, and
computation, so one MAConv can get close performance but fewer model size, as well
as computation complexity, than the traditional Convolutional layer. By cascading some
MAConv layers for our In block, we can obtain a deeper input layer while easy to train.

The In block cascades one Convolutional layer and 4 MAConv layers, with PReLU
following each layer. The Convolutional layer is to expand the channel from 3 (for RGB
image) of the input LR images to the desired channels (64 for our DLNFN), and the 4
MAConv layers extract useful feature maps for the following block (DLN block).

If we denote the In block as In(-) and the input of In block is the LR image (I1r), the
output of In block is shown in Equation (1):

Fry = In(Irr) 1)

The output of In block Fy, are fed into the following block (DLN block).
Dynamic fusion of Local and Non-local features-based Feedback block (DLN block):

The DLN block is the Feedback block for our DLNFN, which serves as the main block of
our DLNFEN. The structure is shown in Figure 1. During each iteration, the output of the
DLN block is the up-scale feature map (the same dimensions as the HR image); this trick
will reduce the load of the following block (Rc block). The DLN block is denoted as DLN(+),
and the input of the DLN block is the output of In block (Fj;,), so the output of DLN block
DLN(+) is shown in Equation (2):

Fpin = DLN(Fpy) )

For the DLN block: (1) we introduce two base blocks to focus on extracting differ-
ent kinds of features: we introduce the Cross-Scale Non-Local block (CSNL) from Mei’s
work [4], as the Attention-based block, to focus on extracting non-Local features. We also
introduce the Feedback-block (FB) from Li’s work [3], as the Convolutional-based block,
to focus on extracting local features. Both blocks are placed in parallel, as Figure 1, making
both blocks work on what they do best. (2) We introduce a Dynamic Weight block (DW
block) to score two blocks” weight values for each iteration’s input, so different inputs
under different iterations can get different weight values to sum two blocks’ feature maps
together.

Figure 2 is the structure of our DLN block, we will give a detailed description of the
DLN block in Section 3.2.

Reconstruction block (Rc block): The Rc block is simply one Convolutional layer,
which reconstructs the SR image by assembling the up-scale feature maps of the DLN
block’s output. The Rc block is denoted as Re(-) and the input of Re block is the output
of DLN block (Fpyn), so the output of Rc block is the final SR image (Igg), denotes as in
Equation (3):

Isg = Re(FpLn) 3)
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The Rc block is only one Convolutional layer with its input as the up-scale feature
maps. So: (1) the Rc block will release from up-scale feature maps, only focusing on
assembling features into the SR outputs. (2) the gradient can be delivered to the previous
blocks (In block and DLN block) quickly during the back-propagation process, which can
reduce the vanishing gradient problem of the previous blocks.

The loss function: The DLNFN is optimized to minimize the loss function L(®); we
choose the Mean Absolute Error (MAE, denoted as L1) as the loss function to measure the
difference between the output SR image and the ground-truth HR image. Given a training
image pair <Ij g, Igr>, where IR is the HR image and I} r is the corresponding LR image,
the loss function is defined as:

L(®) = [[DLNFN(ILr) — Iurlly 4)

where:
DLNFN(Ig) = Isg = Rb(DLN(In(ILr))) @)

3.2. The Dynamic Fusion of Local and Non-local Features-Based Feedback Block (DLN Block)

In this section, we will give a detailed introduction to the Feedback block of our
proposed DLNEN: the Dynamic fusion of Local and Non-local features-based Feedback
block (DLN block). The detailed structure of our proposed DLN block is described in
Figure 2.

M

i Delivery layers adjus'ﬁ layers Fusion‘ layer i

| o |

} F_uplDLN i

i vee } FDLN

a ol
‘

i F_upTDLN %

| i

1 1

Figure 2. Detailed structure of the DLN block.

The Structure of DLN block: Figure 2 gives us a detailed illustration of our proposed
DLN block. The DLN block is a Feedback-based block, with totally T iterations. For each
iteration (such as the i-th iteration), the previous iteration’s output (F{;Lll\] if2<i<Tor
Fp, if i = 1), with its dimensions as the LR, is considered as the input of the i-th iteration.
The outputs of the i-th iteration are two fold: Fi,  and F_uph . The output of Fl
with its dimensions as the LR, is considered as the input of the next iteration. In addition,
the output of F_up',; ;, with its up-scaled feature maps as SR’s dimensions, is considered
as the output of the current iteration of the DLN block.

We concatenate the output of all iterations (F_uprN, cee, F_upiDLN, cee F_ungN)
in channel dimension as the final output of the DLN blocks Fpry. The final output of the
DLN block is defined as

Fprn = concat(F_uppyy, - -+, F_uphin) (6)

where the function concat(. .. ) is to concatenate all the inputs on feature dimension.

We take all the feature maps of all iterations as the output to provide an abundant
different hierarchy of feature maps for the Rc block to generate a more accurate SR image.
Due to different iteration outputs, one can extract different hierarchies from the feature
maps [21], and the SR image can be generated from different hierarchies of the feature
maps.

The blocks in DLN: There are three blocks in our DLN: the FB block [3], the CSNL
block [4] and the Dynamic Weight block (DW block): (1) the FB block focus on extracting
the local feature and generate desired local features, which is more efficient and lower cost
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than Attention-based block (the CSNL block). So we take the FB block to focus on the local
feature high efficiently, releasing the load of the CSNL block. (2) the CSNL block is an
Attention-based block that is powerful on both non-local and local features but costly. In
our DLN block, the CSNL block will only need to focus on the non-local features, this will
reduce the cost of the CSNL block. (3) The DW block is used to generate different weight
values for two branches (FB branch and CSNL branch) during each iteration. The two
branches’ weight values varied with different inputs at different locations in the neural
network [5], so the DW block is introduced to generate dynamic weight values to fuse the
two branches’ output together.

The Delivery—Adjust-Fusion framework (DAF framework): In Figure 2, the DAF
framework (the green block and blue lines among them) is the framework for the DLN
block, which is used to carry three blocks (the FB block and the CSNL block for feature
extraction, and the DW block for weighting), giving two feature extraction blocks fully
playing to their strengths. The DAF framework consists of the Delivery layer, Adjust layer,
and Fusion layer.

The Delivery layer: the Delivery layer is simply one Convolutional layer, which is
ahead of the FB and CSNL block. The Delivery layer is focused on extracting desired
information for the following block from the input (Fll;LlN if2 i< TorkFpifi =1):
the Delivery layer ahead of the FB is focusing on extracting the local features, while the
Delivery layer ahead of the CSNL is focusing on extracting the non-local features. The
input are fed into the DW block without any preprocessing to score the local and non-local
weights directly.

The Adjust layer: we introduce the Adjust layer to adjust the outputs of the FB block
and CSNL block into the same channel and two different scales for the following layer
(Fusion layer). The outputs are twofold: the output with its dimensions as the LR (denote as
Fi., for FB block and Fl¢y;; for the CSNL block in the i-th iteration), and the output with its
up-scale dimensions as the HR (denote as F_up for FB block and F_up(-¢y; for the CSNL
block in the i-th iteration). The FB block’s output is only the F5, so one Deconvolutional
layer after the FB block is to up-scale the output of Fip to F_up.,. While the CSNL block’s
outputs are FéSNL and F_upESNL with 2 x channels, so one Convolutional layer with
1 x output channels after the CSNL block, is introduced to reduce the output channel from
2 x channels to 1 x channels. At last, the outputs (F}B, F(i:SNL, F_upiPB and F_upé:SNL) are
feed into the Fusion layer.

The Fusion layer: we introduce the Fusion layer to fuse two channel outputs together
for different scale inputs. We fuse the P}B and Fés N, into FfD 1 n-and fuse the F_u p}B and
F_upegyy, into F_upp,; . We take different strategies for different scale’s outputs: (1) The
Fpp and Fpgy;p are fed into one Convolutional layer to generate output Fp,, , then Fj,  are
considered as the input of the DLN block for next iteration. (2) The F_upfp and F_upgy;
are added with the weight values generated by the DW block. The outputs of DW block
denotes as WIEB and Wés NI (WI’L-B is the weight values for FB block, and Wés N1, is the weight
values for CSNL block), so the output F_upp,; 5, are computed as Equation (7):

F_uppyn = Wip - F_upip + Wesny - F_upesny @)

Finally, all the outputs of F_uph, \ (F_upk; N, -+, F_upk; ) are concatenated as the
output of FprN.

The Dynamic Weighting method: there are three typical feature fusion methods,
as shown in Figure 3. (1) Figure 3b is Convolutional-based fusion, the Convolutional layer
can learn optimal parameters according the training data. This strategy, which is flexible
without a priori knowledge, is a widely used fusion strategy, but there are two shortages:
(a) The Convolutional layer only focuses on the local features (receptive field depends
on the kernel size, usually 3 x 3). (b) Inappropriate initial values for the Convolutional
layer will result in difficulty in training. In extreme situations, it will cause one branch
gradient to vanish. (2) Figure 3c is adding two branches’ outputs with fixed weight values
(usually the same weight values as 0.5); this strategy can get rid of the one branch gradient
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vanishing problem, and ingenious weight values will greatly improve the performance
of the network, but there are two shortage: (a) Fixing the weight values heavily rely on
experience and a priori knowledge, simply set same weight values as 0.5 may not suitable
for all the network. (b) The fixed weight values are not fit for the Feedback-based feature
fusion due to the weight values varied under different inputs and iterations.

Block 1 ‘
Block 2 ‘
Block 1 ‘
Block 2 ‘

Convolutional layer

(a) (b) (©

Figure 3. Three different types of feature fusion: (a) dynamic weighting add. (b) Convolutional
fusion. (c) fix weights add.

Based on the above analyses, we introduce the Dynamic Weighting block (DW block)
to generate proper weight values for the current iteration and fusion of two branches
according to the weight values. The advantage of the dynamic weighting add-based fusion
method, as in Figure 3a, are as follows: (1) If properly designed the DW block, the weight
value generation can consider multiple factors, such as local and non-local features. (2) It
can get rid of the one-branch gradient vanishing problem due to the add operation would
not reduce the gradient propagation. (3) The DW block is suitable for the Feedback-based
SR to generate different weight values during different iteration.

We only introduce the dynamic weighting add for F_upty and F_u pC sy to generate
the output F_up',, \, but take the Convolutional layer on Ff-; and FLqy;; to generate output
Fi; - The reason is (1) it cannot share the same dynamic weight for generating F_uph,
and Fi, ; due to the need to consider different information for two fusion procedures:
generating the weight values for F_up'; \ need to consider the input of F}D LlN, while
generating Fp,; ,; for the next iteration’s input need to predict the next iteration’s two blocks’
requirements. Therefore, we need two DW blocks to generate 2 groups of weight values
respectively, this will increase the model parameters and computation cost. (2) Predicting
the next iteration’s requirement is heavy work, so we take one Convolutional layer to fuse
the F}B and Fés N1, generating acceptable feature maps for the Delivery layer.

The analyses on the DW block are as follows: (1) The MAConv layer can extract the
local features like the classic Convolutional layer with the same receptive field (kernel size
= 3 x 3) but fewer parameters and computation cost, so it’s helpful to reduce the DW
block’s cost. (2) The PA+AvgPool+FC can extract information from the non-local features.
The PA (Pixel Attention) block [15] generates attention coefficients for all pixels of the
feature map, generating 3D output. Then the AvgPool + FC extracts the non-local features,
which can be considered as a Channel Attention-Like block (slightly different from classic
Channel Attention [13], we drop the max pooling for simple and modify the last FC’s
output channel = 2), generating 1D weight vector. (3) We place the MAConv (for the local
feature) and the PA + AvgPool+FC (for the non-local feature) sequentially, so feature maps
flow as 3D Local (convolution)-3D Non-local (pixel)-1D Non-local (channel)-output.

The Dynamic Weight block (DW block): the architecture of DW block is shown in
Figure 4. The DW block is simply 4 layers to generate two weight values (W}B and Wé SNL)
for the two branches of up-scaled outputs (the F_up’, and F_u phgny) in the i-th iteration.
Therefore, we introduce the MAConv+PReLU to evaluate the weight of local futures (FB
block’s output: F_upt. p) and PA+AvgPool+FC to evaluate the weight of non-local features
(CSNL block’s output: F_upgy)- The DW block is considered a lightweight block, so the
DW block wouldn’t increase the load of the DLN block.
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F i-1 Wi
pin| | MAConv 5 PA , FC Y FC » UV rB
PReLU AvgPool RelU Softmax > W' o

Figure 4. The architecture of Dynamic Weight block (DW block).

The DW block is inspired by AZN of Chen’s work [5], but there are some differences:
(1) Our block is Feedback-based while A2N is n blocks sequentially; (2) the DW block of
our DLN block is considered both local and non-local feature, so DW block introduced
both Convolutional-based block and Attention-based blocks (PA and CA-like), while the
A%N'’s Attention Dropout Module only generating the dynamic attention weights with
CA-like block.

3.3. Other Implementation Details

Following are the other implementation details not mentioned above:

(1) We follow the implementation details of the FB and CSNL blocks. We take the
activation function as PReLU for all the Convolutional and Deconvolutional blocks except
for the DW block and the Rc block. We take the feature-map channels = 64 and feedback
iteration = 9 for our DLNFN.

(2) We take MAE loss (L1 loss) to optimize our proposed DLNFN, Adam optimizer
to optimize the network parameters with g1 = 0.9, f2 = 0.999 and the initial learning
rate = 0.0001, we reduce the learning rate by multiplying 0.5 for every 150 epochs, total
500 epochs. The network is implemented with the PyTorch framework.

4. Experimental Results
4.1. Datasets, Reuse Strategy, and Evaluation Metrics

We perform all the experiments on the DIV2k database for training (a total of 1000
images, where 800 images as the train set, 100 images as a valid set, and 100 images as
the test set); we take all the train set (800 HR images) for training all models (our DLNFN
and all the comparing algorithms). The image reuse strategy is performed as follows:
Firstly, each HR image is randomly cropped into one small patch. Secondly, each HR patch
is randomly rotated by 0°, 90°, 180°, and 270°, and horizontally flipped to augment the
train images. Lastly, the BiCubic method is performed to generate the LR patch from the
HR patch. During each epoch, all training images are performed 20 times (10 times in
Section 4.2 to reduce the training cost) under the image reuse strategy. We set the input
patch (LR patch) size= 48 x 48 for our proposed DLNFN to balance the performance and
cost. For evaluation, all the SR results are first transformed into YCbCr space and evaluated
by PSNR and SSIM [22] metrics on the Y channel only.

4.2. Ablation Study

In this Section, we will perform an ablation study on our DLNEN. To reduce the
training cost, all the experiments on the ablation study are performed on a light weight
network and half data augmenting: We set the feature channel = 32 and feedback iteration
=3 as a light weight DLNFN, denoted as DLNFN-L. During each epoch, all the training
images are performed 10 times. For fair comparison, the comparing algorithms on ablation
study are under the same strategy.

Do the Local and Non-local features improve performance: We perform an ablation
study to determine whether the Local and Non-local feature-based Network will improve
the performance: We only active the FB block, denotes as DLNFN-Local, to determine
the performance on single local feature-based Network, and only active the CSNL block,
denotes as DLNFN-Non-local, to determine the performance on single non-local feature-
based Network. We also perform experiments on the classic FB and CSNLN algorithm to
git rid of the framework’s impact, we choose the SRFBN-L [3] as a light weight FB-based
algorithm, and we set the feature channel = 64, feedback iteration = 3 for the CSNLN,
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denotes as CSNLN-L, as a light weight CSNL-based algorithm, the performances (PSNR)
are list in Table 1.

In Table 1, our lightweight DLNFN performs best, demonstrating the efficiency of the
Local and Non-local feature-based Network. Our DLNFN-based structure can improve
the performance of FB-based block (outperform the SRFBN-L) but reduce the performance
of CSNL-based block(underperform the CSNLN-L), illustrating the overall framework do
impact the performance greatly, and different blocks have their own optimal overall frame-
work.

Table 1. The ablation study on the Local and Non-local features at x2 scale on Set5 (the best
performance is shown in red).

Local and
Local-Feature-Based Non-Local-Feature-Based Non-Local
Algorithm Features-Based
SRFBN-L DLNEN-Local CSNLN-L DLI\{?:"INM' DLNEN-L (our)
PSNR 37.77 37.84 37.91 37.85 38.02

Whether the Dynamic fusion method improves performance: We perform an abla-
tion study to determine whether the Dynamic fusion method will improve the performance.
Our proposed Dynamic fusion method, as Figure 3a, is computed as Equation (7). We re-
place the Dynamic fusion into one Convolutional layer as the Convolutional-based method
(as Figure 3b, denote as Conv-DLNFN-L), and We fix both the weight values = 0.5 as the fix
weights add method (as Figure 3¢, denote as Fix-DLNEN-L). The performances (PSNR) are
listed in Table 2.

Table 2. The ablation study on the Dynamic fusion at x2 scale on Set5 (the best performance is shown

in red).

Algorithm Conv-DLNFN-L Fix-DLNFN-L DLNEN-L (our)
PSNR 37.90 37.75 38.02

In Table 2, our Dynamic fusion-based DLNFN performs best. The performance of
the Dynamic fusion method (DLNFN-L) outperforms the Convolutional-based method
(Conv-DLNEN), and the fix weights add method (Fix-DLNFN) with a large gap. The fix
weights add method performed worst, illustrating the unsuitable weighting values will
perform the opposite effect.

Whether the MAConv layer improves performance: We perform an ablation study to
determine whether the MAConv layer improves performance. Our DLNFN-L is 4 MAConv
layers for the In block, we choose 3 compared algorithm as follow: 2 MAConv layers for
the In block (denoted as DLNFN-2MA), 2 Convolutional layers for the In block (denotes as
DLNFN-2Conv), 4 Convolutional layers for the In block (denotes as DLNFN-4Conv). The
performances (PSNR/SSIM) are listed in Table 3.

Table 3. The ablation study on the MAConv layer at x2 scale on Set5 (the best performance is shown
in red).

convolutional Layer Based MAConv Layer Based

Algorith -
gortm DLNFN-2Conv  DLNFN-4Conv  DLNFN-2MA DLNFN-L
(4MA, our)

PSNR 37.96 37.97 38.00 38.02
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In Table 3, the MAConv layer-based algorithms (2 MAConv layers and 4 MAConv lay-
ers) outperform the corresponding Convolutional layer based algorithms (2 Convolutional
layers and 4 Convolutional layers) for the In block, which means the MAConv layer can
improve the performance. The 4 MAConv layers perform best, so we take the In block as
4 MAConv layers.

4.3. Comparisons With State-of-the-Arts

In this section, we will give a quantitative comparison of our DLNFN with other
famous state-of-the-art SR algorithms, we choose SRCNN [7], VDSR [8], EDSR [23],
RCAN [24], SRFBN [3], A2N [5], DiVANet+ [19], and CSNLN [4] as the state-of-the-art
algorithms considered in this experiment. The SRCNN, first proposed as the Convolutional
based SR algorithm, is considered the baseline of the SR method. We have downloaded
the official PyTorch-based models for RCAN, SRFBN, and CSNLN algorithms, so we per-
formed the official model in this section. We retrained the SRCNN, VDSR, and EDSR
algorithms. We dropped their unique training tricks (such as noise and Gauss blurring)
and retrained them under the same training strategy as our DLNEN, a total of 1000 epochs.
We perform the upscale factor range in x2 and x3 for all the SR algorithms; we did not
perform our DLNFN on a larger scale (such as x4 and x8) due to time and GPU memory
consumption. We report the performance on five famous standard benchmark databases:
Set5 [25], Set14 [26], B100 [27], Urban100 [28], and Manga109 [29]. For a fair comparison,
we also list the number of parameters to show the effectiveness of algorithms. We evaluated
all the SR results on PSNR and SSIM [22]. The results are listed in Table 4.

Table 4. The performance (PSNR/SSIM) of the considered state-of-the-art algorithms (the best
performance is shown in red and the second-best performance is shown in blue).

Set5 Set14 B100 Urban100 Manga109

Algorithm Scale Params

PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM
SRCNN[7] %2 0.02M 36.45 0.9527 32.32 0.9043 31.04 0.8838 29.11 0.8887 34.82 0.9627
VDSR [8] x2 0.67M 37.58 0.9587 33.16 0.9133 31.94 0.8964 31.05 0.9164 37.44 0.9737
AN [5] x2 1.04M 38.06 0.9608 33.75 0.9194 32.22 0.9002 3243 0.9311 38.87 0.9769
SREBN[3]  x2 2.14M 38.11 0.9609 33.82 0.9196 33.29 0.9010 32.62 0.9328 39.08 0.9779
Dl[\{ﬁ]NeH x2 0.5M 38.23 0.9618 33.88 0.9201 32.36 0.9018 32.67 0.9330 39.15 0.9780
CSNLN[4] %2 3.06M 38.28 0.9616 34.12 0.9223 32.40 0.9024 33.25 0.9386 39.37 0.9785

RCAN [24] x2 15.44M 38.27 0.9614 34.12 0.9216 32.41 0.9027 33.34 0.9384 39.44 0.9786
EDSR [23] x2 40.73M 38.25 0.9613 33.97 0.9205 32.36 0.9020 32.98 0.9361 39.17 0.9781
DLNFN

o %2 582M 3828 09617 3422 09231 3241 09026 3339 09390 3941 09786
SRCNN[7] x3 002M 3252 09052 2909 08160 2810 07781 2584 07869 2962  0.8999
VDSR[8]  x3 0.67M 3376 09225 2996 08347 2885 07986 2732 08324 3241 09356
ANN[5] <3 104M 3447 09279 3044 08437 2914 08059 2841 08570 3378 09458
SRFBN[3]  x3 283M 3470 09292 3051 08461 2924 08084 2873 08641 3418 09481
Di[\f;]l\le“ 3 09M 3466 09289 3053 08452 2926 08077 2866 08610 3402 09473
CSNIN[4] x3 60IM 3474 09300  30.66 08482 2933 08105 2913 08712 3445 09502

RCAN[24] %3 15.63M 34.74 0.9299 30.65 0.8482 29.32 0.8111 29.09 0.8702 34.44 0.9499
EDSR [23] x3 43.68M 34.74 0.9297 30.50 0.8461 29.24 0.8095 28.76 0.8651 34.01 0.9481

DLNFN
(our)

x3 9.59M 34.84 0.9307 30.78 0.8498 29.36 0.8119 29.45 0.8764 34.72 0.9515
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We list the performance of our DLNFN and other compared algorithms at a scale factor
of x2 and x3. Our proposal performed best in all the state-of-the-art algorithms, illustrat-
ing the Local and Non-local features-based network outperform other single feature-based
networks. In the x2 scale, our DLNFN outperformed most of the other compared algo-
rithms. Our DLNEN algorithm performs best in 3 databases (Set14, B100, and Mangal09).
In Set5, our DLNFN draw with the CSNLN in 'PSNR’ metric, is better than CSNLN in the
’SSIM’ metric. In B100, our DLNFN draws with the RCAN in the 'PSNR’ metric, but worse
than RCAN in the "SSIM’ metric. In x3 scales, our DLNFN outperformed best than all
the other compared algorithms, the reason for this is that our DLN block can generate the
upscaled feature maps directly, reducing the load on the Rc block to generate SR images.

We take the newly proposed evaluation metric: Diffusion Index (DI) [30] (A larger DI
indicates more pixels are involved), evaluate the resection field for our DLNFN and CSNLN
(second-best performance) in scale x2, the DI = 19.96 for CSNLN (with 12 iterations) while
the DI = 20.42 for our DLNFN (with 9 iterations), illustrated our DLNFN involved more
pixels than CSNLN, but fewer feedback iterations. The reason we suspect this is that our
Delivery—Adjust-Fusion framework can rapidly deliver features to the right place, so the
larger resection field is fully evaluated.

We must acknowledge that there are still shortcomings in our proposed algorithm:
Our DLNEN is relatively more parameter numbers than some comparing algorithms, such
as DiVANet+ [19], which is balance-oriented (balance the cost and performance), while our
proposed DLNEFN is performance-oriented (higher PSNR and SSIM).

4.4. Visualized Analysis

In this section, we give a visualized analysis of our DLNFN. We chose the SRCNN [7],
VDSR [8], EDSR [23], RCAN [24], SREBN [3], A2N [5], and CSNLN [4] as the comparing
algorithms, the HR and LR image is considered as the benchmark and our DLNEN is placed
in the right-bottom. We chose two typical sections under x2 and x3, in Figure 5.

A
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Figure 5. Visualized comparison on our DLNFN with other comparing Algorithms.

The first picture in Figure 5 is 'img046” in the Urban100 database under scale x2.
The glass has a line-like shape, which has typically long-distance similar features. The
direction of the line in HR is from the top left to the bottom right, and only our DLNFN
generated the right SR image. The A?N performed second. The SRCNN generates the
wrong image. In addition, the other compared algorithms generate the wrong line direction.
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The Convolutional-based algorithms (SRCNN, VDSR, EDSR, and SRFBN) performed
worse (larger area wrong SR image patch) than the Attention-based algorithms(RCAN and
CSNLN), illustrating the Attention-based algorithms can take fully used of the non-local
feature (long distance simply features), which can help to estimate local feature’s pattern.

The second picture in Figure 5 is the "EienNoWith’ image in the Manga109 database
under scale x3. The word 'Comics BET” is too small in X3 LR image, so all the algorithms
fail to generate clearly letters. However, our DLNEFN can generate recognizable letters
(“Comics BET"). For the comparing algorithms, the SRCNN, VDSR, EDSR, and SRFBN
failed to generate clear letters ‘1, c, ‘and 'E,” the RCAN failed to generate clear letters 'i’
and ‘c,’ the CSNLN generate second best SR patch but still worse than our DLNFN in letter
‘i" and 'E.” The English letter is typically for local features, but Attention-based algorithms
(RCAN CSNLN) still outperformed the Convolutional-based algorithms (SRCNN, VDSR,
EDSR, and SRFBN), illustrating the Attention-based algorithm’s power, but it was not
superior to Convolutional-based algorithms in all aspects.

According to the visualized analysis above, the Attention-based algorithm (RCAN
and CSNLN) is more powerful than Convolutional-based algorithms but is not superior
to Convolutional-based algorithms in all aspects, so Convolutional-based algorithms can
compensate the Attention-based algorithms, making all block working on what they do
best. By introducing the FB block (focus on local feature) and CSNL block (focus on non-
local feature), our proposed DLNFN can generate clearer SR images and outperform other
state-of-the-art algorithms.

5. Conclusions

In this paper, we proposed a Dynamic fusion of Local and Non-local features-based
Feedback Networks (DLNFN) for Super-Resolution (SR). The main contributions of this
paper are three-fold: (1) We introduce the Convolution-based block to focus on extracting
local features and the Attention-based block to focus on extracting non-local features. We
also propose the Delivery—Adjust-Fusion framework to hold these blocks, making them
work on what they do best. (2) We proposed a Dynamic Weighting block to generate
weight values for different inputs under different iterations, and fuse both branches’ feature
maps together. (3) We introduce the MAConv layer as the input block, which is critical
for our two branch-based feedback algorithms. By cascading 4 MAConv layers as the
input layer, we can obtain a deeper input layer while easy to train. Experiments show
our proposed DLNEN can take full advantage of two different blocks, and outperform
other state-of-the-art algorithms. However, our proposed DLNEN only considered the fuse
method for two blocks’ output, but fail to consider the split method for blocks” input. So
our future work is trying to introduce a split method, such as the Clustering method [31],
to generate suitable inputs for two blocks, further improving the performance.

Author Contributions: Conceptualization, Y.L.; funding acquisition, Z.C.; methodology, Y.L.; writing—
original draft, Y.L.; writing—review & editing, Z.C. All authors have read and agreed to the published
version of the manuscript.

Funding: This work was supported by the National Natural Science Foundation of China, un-
der Grant No. U2006228 and No. 61972241. This work was supported by Shanghai Soft Science
Research Project No. 23692106700. This work was supported by the Natural Science Foundation of
Shanghai under Grant No. 22ZR1427100.

Institutional Review Board Statement: Not applicable.
Informed Consent Statement: Not applicable.
Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.



Symmetry 2023, 15, 885 14 of 15

Appendix A

For better reading this paper, we provide part of the acronyms and notations used in
this paper in Table A1.

Table Al. The Acronyms and Notations.

Acronyms and Notations Description
SISR Single Image Super-Resolution
SR Super-Resolution
HR High-Resolution
LR Low-Resolution
Isg Super-Resolution image
Irr Low-Resolution image
Iyr High-Resolution image
L(©) the loss function
In(-) the In block
Fry the output features of the In block
DLN(-) the DLN block
Fpin the output features of the DLN block
Re() the Reconstruction block
DLNFN(-) our proposed DLNFN algorithm
Fi the i-th iteration output of the DLN block with
DLN dimension as LR
Foupi the i-th iteration output of the DLN block with
~#PDLN dimension as SR
; the output of FB branch with dimension as LR in the
Frp i-th iteration
i the output of CSNL branch with dimension as LR in

CSNL the i-th iteration
the output of FB branch with dimension as SR in the

1
F_uppg i-th iteration
F_upi the output of CSNL branch with dimension as SR in
— FCSNL the i-th iteration
Wi, the weight value of FB branch in the i-th iteration
Wisnt the weight value of CSNL branch in the i-th iteration
concat(...) concatenate all the inputs on feature dimension
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