

  Broken versus Non-Broken Time Reversal Symmetry: Irreversibility and Response




Broken versus Non-Broken Time Reversal Symmetry: Irreversibility and Response







Symmetry 2016, 8(8), 73; doi:10.3390/sym8080073




Article



Broken versus Non-Broken Time Reversal Symmetry: Irreversibility and Response



Sara Dal Cengio 1 and Lamberto Rondoni 2,3,4,*





1



Department of Physics, University of Torino, I-10125 Torino, Italy






2



Dipartimento di Scienze Matematiche& Graphene@PoliTO Lab, Politecnico di Torino, Corso Duca degli Abruzzi 24, I-10129 Torino, Italy






3



INFN, Sezione di Torino, Via P. Giura 1, I-10125 Torino, Italy






4



Malaysia Italy Centre of Excellence for Mathematical Sciences, University Putra Malaysia, 43400 Serdang, Selangor, Malaysia









*



Correspondence: Tel.: +39-011-090-7533







Academic Editor: Eberhard Widmann



Received: 5 May 2016 / Accepted: 18 July 2016 / Published: 29 July 2016



Abstract:



We review some approaches to macroscopic irreversibility from reversible microscopic dynamics, introducing the contribution of time dependent perturbations within the framework of recent developments in non-equilibrium statistical physics. We show that situations commonly assumed to violate the time reversal symmetry (presence of magnetic fields, rotating reference frames, and some time dependent perturbations) in reality do not violate this symmetry, and can be treated with standard theories and within standard experimental protocols.
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1. Introduction


Temporal irreversibility is one of the classic questions of physics, particularly because it deals with the most common experience of our daily life, but it looks at odds with our understanding of the properties of the microscopic constituents of matter. Since men first observed movement and mutation in nature, they learned that things generally happen in a preferential direction, like they are carried on by some active principles that follow a rigorous arrow of time. A stone rolling down the hill would never be seen at the top again (unless an external agent takes it back), just like a hot body in contact with a colder one will cool down by transferring heat to the other and not vice versa. Possibly more evident is the psychological arrow of time: we can remember the past but not the future, and physicists of course make no exception to that. Nevertheless, the standard picture of the microscopic dynamics, concerning atoms and molecules of which matter is made, is time reversal invariant. Given a container filled up with a gas of N interacting molecules, each characterized by position q and momentum p, this picture assumes that one can invert (at least in principle) all the momenta of these particles keeping their absolute values fixed. The ensuing evolution would then trace back the forward trajectory with reversed momenta. This means that we can consider as equally possible two opposite evolutions, merely resulting from different initial conditions. Therefore, there seems to be no hint of irreversibility at this level of description of the physical world.



Around 1865, Clausius arguably made the first attempt to characterize irreversibility as a physical phenomenon, introducing the concept of entropy [1], a totally new thermodynamic variable providing a constraint for spontaneous macroscopic processes. Entropy never decreases in an isolated system—it either increases or remains the same—and its growth then constitutes a measure of irreversibility at the macroscopic level. This idea proved to be physically extremely accurate and practically very useful, hence Boltzmann tried to frame it within the atomistic description of matter, which he strongly supported. His famous H-theorem was meant to prove that the second law of thermodynamics is consistent and can actually be derived from the microscopic point of view.



In our discussion of time irreversibility, two things seem particularly important in Boltzmann’s argument: first of all, the totally new statistical flavour of the molecular chaos hypothesis used by Boltzmann in deriving his renowned kinetic equation. Boltzmann argued that, for a rarefied gas of particles, the joint probability distribution of positions and momenta can be factorized in the product of single-particle distributions, which means that correlations between interacting particles must decay after some short time due to collisions. This merely statistical idea of loss of memory, being alien to classical mechanics, was hardly acceptable for most of the scientists of that period. Indeed, Boltzmann’s probabilistic approach apparently abandoned the rigorous laws of mechanics, believed to explain all natural phenomena, in order to accept the apparently more vague laws of probability, to account for the fact that we are just limited observers in the world. In addition, the existence of different scales of observation implied by this approach could have (erroneuosly) raised the doubt that a degree of subjectivity was introduced in physics. This was particularly hard to accept at a time in which the very existence of atoms was still debated.



The second important aspect of Boltzmann’s reasoning is outlined by Carlo Cercignani [2]: the validity of the kinetic equation is based on the requirement of smoothness of the distribution function at the initial time, and on the assumption that this smoothness persists in time. This argument has the deep significance that the kinetic equation describes a system evolving towards more and more homogeneous distributions (states of disorder), rather than toward more inhomogeneous ones. This statement reflects the molecular chaos hypothesis: if the evolution, in fact, went from a disordered state to an ordered one, this would imply a strong correlation between particles entering a collision.



So why does the kinetic equation remain one of the most fundamental and succesful equations of physics, despite its apparently rather limited domain of applicability? This question leads to the very core of the dissertation: for a macroscopic system close to equilibrium, the dynamics captured by the Boltzmann equation, which is relaxation towards states of higher and higher disorder, are the only physically significant ones.



This irreversible trend toward homogeneity does not derive directly from classical mechanics laws, since they are perfectly reversible. It is the consequence of: (1) the fact that, at the macroscpic level, we do not distinguish different microscopic disordered configurations; and (2) the quality of initial states.



This paper is organized as follows. In Section 2, we discuss the standard approach to irreversibility for a single macroscopic system whose microscopic dynamics is time reversal invariant (TRI), pointing out some of its limitations. In Section 3, we introduce the theory of non-equilibrium dissipative systems, emphasizing the role of the Dissipation Function, among other recent results. In Section 4, we illustrate the use of the dissipation function in the context of a general theory of dynamical systems, and we develop the theory required to treat time dependent perturbations and to their connections with the steady-state Fluctuation Relations. In Section 4.3, we derive the t-mixing condition for non-equilibrium systems relaxing to steady states, and we point out its implications for the problem of the irreversibility of TRI microscopic dynamics. Section 5 contains our concluding remarks. We also include an appendix with some mathematical details on the derivation of results that appear in Section 4.




2. Standard Picture for Irreversible Relaxation to Equilibrium


We begin illustrating Boltzmann’s approach to irreversible relaxation to equilibrium that has been considered for a gas that expands from an initially compressed state until it fills its container. The main physical ingredients of this approach are: (a) the enormous number of particles that constitute the gas; (b) the fact that these particles interact, so that their velocities are randomized; and (c) the interaction energy is negligible compared to the kinetic energy of the system.



The mathematical theory assumes, cf. Reference [3,4], that the microscopic constituents of the gas are described by Hamiltonian dynamics in a phase space [image: there is no content] and that the measurement of an observable O selects a certain subvolume of [image: there is no content], namely the set of phases that are compatible with the experimentally obtained numerical values. It turns out that volumes corresponding to the equilibrium values of the observables of interest are overwhelmingly larger than volumes corresponding to non-equilibrium values. Therefore, a system evolving spontaneously and without constraints in [image: there is no content] finds it practically impossible to avoid the equilibrium region or to exit from it. Because the dynamics continue forever, the phase space trajectory may fluctuate outside the equilibrium region, but these are going to be exceedingly rare and quickly vanishing events.



Equilibrium microstates are thus called typical, in the sense that they constitute almost entirely the phase space, i.e., with the exception of phases of vanishing volume. Because the Liouville measure on [image: there is no content], μ say, is preserved by these conservative dynamics, typicality also means that the exceptions to the most common behaviour constitute a set of zero μ-measure [The roles of phase space volumes and of the Liouville measure, however, ought not to be confused [5]. In addition, observe that this notion of typicality is mathematically convenient, but it does not need to be exactly verified by systems of physical interest; in particular, Khinchin’s ergodic theory implies that a proper description of a macroscopic object may include a small but positive volume of trajectories with different behaviours [6]].



To explain how this can be the case, combinatorial calculus over finite state spaces is often invoked. For instance, consider a system whose states are represented by strings of N symbols, [image: there is no content], each of which belongs to a finite “alphabet”, [image: there is no content]. One may think of N as the number of particles, [image: there is no content] as the state of particle i, e.g., its position and velocity, and [image: there is no content] as one microscopic phase of the system. The empirical distribution of the symbols in a given string may then be viewed as one macrostate:


[image: there is no content]








where [image: there is no content] is the number of occurences of symbol [image: there is no content] in [image: there is no content] divided by N. Different microstates may nevertheless yield the same empirical distribution, hence they may belong to the same macrostate ν. This represents the fact that, depending on how many particles are in certain positions with given velocities, the mass density, the temperature, etc., take certain values rather than other values. However, the same mass density, temperature, etc. belong to different microscopic arrangements. One may then count how many such arrangements have the same ν. Denote by


[image: there is no content]








the set of strings of N symbols with the same empirical distribution ν. For instance, taking [image: there is no content] and [image: there is no content], the set of all possible phases contains 16 strings,


[image: there is no content]



(1)




and the possible macrostates are five:


[image: there is no content]








two of which are given by a single arrangement, two are given by four distinct configurations, and the last one is achieved in six different ways. One can show that the number of different macrostates is not larger than [image: there is no content], cf. [7] Theorem 11.1.1, while the number of microstates equals [image: there is no content]. In particular, for sufficiently large N, the number of strings corresponding to a given empirical distribution ν is approximated by:


W(ν)≈eNH(ν),withH(ν)=−∑j=1Lνjlnνj.



(7)




Note: like in the case of Equations (1), (3) and (5), this is what “counting” yields, i.e., it is the result of an enumeration excercise, with the aid of Stirling’s formula [8]. For instance, taking [image: there is no content] and strings of length N, there are [image: there is no content] strings with K symbols a and [image: there is no content] symbols b, while [image: there is no content] and [image: there is no content]. Then, Stirling’s approximation yields:


[image: there is no content]








Large N implies that the macrostate [image: there is no content] corresponding to the largest number of strings [image: there is no content] contains by far the largest fraction of the total set of microscopic phases of [image: there is no content], and dynamics “freely jumping” from string to string are expected to spend most of their time in [image: there is no content]. Why should they remain localized in negligibly small fractions of the state space? This vulgata relies on a kind of counting argument: the microscopic phases corresponding to the different macrostates occupy hugely different fractions of the phase space. The differences are so vast that convergence to equilibrium appears unavoidable and requires no special dynamical properties or sophisticated probabilistic concepts. In this approach, counting states is thought to be more than enough to justify relaxation. To quantify these considerations, take all arrangements of [image: there is no content] black and white pixels. [image: there is no content] contains [image: there is no content] pictures, among which the remotely regular ones constitute a tiny fraction. The overwhelming majority are gray. If pictures are shown at a rate of 25 frames a second, and the movie goes through all of them before starting again, the period is [image: there is no content] years! As any picture appears just once in a time T, the fraction of time in which one does not see noisy gray is ridiculously small.



Many consider this such an exceedingly simple and compelling argument that they hardly understand why the debate is still open [3,9], but, admittedly, it is far from simple to prove that specific dynamics are indeed like “free jumping”.



On the other hand, the dynamics of particles occur in continuous time in a continuous space, and not in discrete time and discrete space. Although not totally trivial, this issue is usually overlooked, and counting of states is readily replaced by the comparison of volumes in phase space. In other words, a macrostate, e.g., a given distribution of mass in space, corresponding to a larger portion of phase space than that of another mass distribution is considered realizable in “more” ways than the second. This approach can be criticized, but it is supported by some mathematical argument and, in the absence of better recipes, it is generally accepted. The mathematical argument can be summarized as follows: let [image: there is no content] be a set of zeros and ones of length n, and let its counting probability measure be [image: there is no content], where [image: there is no content] is the number of elements in A. Let A be embedded in the set of infinite sequences [image: there is no content] as: [image: there is no content]. Introduce the measure μ on [image: there is no content] by taking [image: there is no content] and using σ-additivity: [image: there is no content]. A Lebesgue algebra [image: there is no content] is generated by the sets F, and the corresponding measure is the Lebesgue measure μ on [image: there is no content]. As every (normalized) Lebesgue space is isomorphic to this space, we may consider the Lebesgue measure in continuous spaces like counting in finite spaces [10].



The above reasoning applies to the evolution of single systems and makes no reference to the concept of ensemble. A single compressed gas will evolve towards a new uniform mass distribution by itself, and not merely on average, where the average is taken over a collection of microscopically distinct, but initially macroscopically indistinguishable systems.



This is no longer true for systems with a small number of degrees of freedom, or systems with persistent space and time correlations, for which even the notion of thermodynamic equilibrium may not be appropriate. For these kinds of systems, the inapplicability of the law of large numbers, suitable for isolated rarefied gases, leaves the doors open to behaviours in which fluctuations are not negligible and the thermodynamic rules fail. Furthermore, it is obvious that not all relaxing macroscopic systems are isolated rarefied gases whose molecules move according to Hamiltonian dynamics. The supporters of this theory aseert that limitations pertaining to the mathematical derivations can be relaxed in practice, that the reasoning described above ought to apply more widely, and that competing theories are more seriously lacking [3]. As a matter of fact, theories established under certain hypotheses often apply much more widely than mathematically proved. For instance, the Boltzmann equation, rigorously obtained for rarefied neutral gases whose molecules interact in particularly simple fashions, is adapted to successfully describe charged particles and even neutrons in nuclear reactors [care should be obviously taken with this approach for various reasons. In particular, boundaries between regions of applicability and non-applicability of physical theories usually are not sharply drawn, and outside safe grounds, violations may unexpectedly occur].



It should be noted that the above theory for macroscopic objects relaxing to equilibrium states implies that entropy can grow also travelling backward to the past. Indeed, a trajectory that is found in a low entropy region of the phase space, a region that is exceedingly small compared to regions of high entropy, has come from higher entropy regions. Indeed, if the system is TRI, the backward evolution in the phase space (that implies global existence of trajectories by definition), is simply derived from the forward one through the time symmetry operator. Counting and TRI do not distinguish past from future, as a simple picture shows, cf. Figure 1.


Figure 1. The phase space [image: there is no content] is imaginatively represented by an oblong figure. Let F be a phase variable on [image: there is no content]. For one many particles system, the region corresponding to the equilibrium value a of F, measured with accuracy j, is by far the largest region of [image: there is no content]: most of [image: there is no content] is occupied by the phases Γ such that [image: there is no content] (white region). The regions corresponding to values [image: there is no content] are represented by thin strips, that are much smaller than the equilibrium region. A trajectory γ in [image: there is no content] is represented by a blue line, with an arrow at its upper end (B), indicating the direction of time. Let the (purely conventional) initial condition Γ of γ lie in the purple strip within the black ring, where γ is oriented upward. Evolving in the direction from A to B, the Γ in the nonequilibrium region (low entropy state), rapidly reaches the equilibrium much larger region (highest entropy state), and remains there, apart from fleeting deviations, when it enters the slim colored strips. Tracing γ backward in time means going in the direction opposite to the arrows (direction from B to A); even in this backward direction one rapidly moves out of whatever low entropy colored region, and falls in a state of higher entropy. For the Hamiltonian description, Ref. [3] states that both forward and backward evolutions out of any colored strip go from low to high entropy states (see also Reference [2] Section 5.5 and Reference [11] Section 27.5).



[image: Symmetry 08 00073 g001 1024]






Why has no macroscopic object been observed with higher entropy in the past? The standard argument maintains that the initial state was in the low entropy region, so that entropy can only grow forward in time. Then, the coupling of any system with larger and larger outer environments eventually leads to the conclusion that the initial conditions of our universe had to correspond to exceedingly small entropy or, more precisely, to very low disorder [11] [this has been called “past hypothesis” in Ref. [12]].



This theory spans an incredible range of space and time scales, that appear very far from those in which the irreversibility described by thermodynamics is experienced. Therefore, alternative descriptions that remain closer to the phenomenon may be appropriate. For instance, we find it interesting to investigate the properties of nonequilibrium molecular dynamics (NEMD) [13].




3. Time Reversible Dissipative Dynamics


As noted above, the picture of relaxation to equilibrium based on the concept of typicality is justified for Hamiltonian systems, made of weakly interacting microscopic constituents. Being subjected to limitations is of course a general aspect of all theories, since they are developed having in mind certain phenomena or just aspects of a given phenomenon, not others. In physics, aspects related to space and time scales are particularly relevant, since they strongly affect the empirical observations [14]. In particular, the case of irreversibility is based on the empirical observation that objects observed on the space-time scales of our daily experience follow a well established arrow of time. Unfortunately, many different microscopic hypotheses imply some form of macroscopic irreversibility, hence they are consistent with this minimal observation, making it hard to identify the correct microscopic description or the most appropriate for what happens in nature.



Let us consider NEMD models. Their original purpose is to compute the transport coefficients of fluids in nonequilibrium conditions, particularly in nonequilibrium steady states [13]. The goal is achieved describing in purely mechanical terms internal forces, external driving forces and the various kinds of couplings with the environment. In particular, artificial forces are introduced in the dynamical equations of the particles constituting the system, in order to account for thermostats, barostats, etc. The dynamics remain TRI, but they turn dissipative as explained below [15].



To clarify these facts, consider, for example, a copper wire under an electric potential difference: electrons are forced to move, on average, in a certain direction by the external field, resulting in a net electric current. The dissipative field acts like a constraint on the dynamics that reduces the region of phase space available to the electrons. Indeed, the corresponding non-equilibrium steady state, which is reached because the energy given by the driving forces is eventually dissipated as heat, passes from being an extremely rare statistical fluctuation of an equilibrium state (like in shot noise) to becoming the most likely state. In other words, while in equilibrium, the phase space trajectory spends almost all of its time in the vastly dominant region of vanishing current, the presence of external driving and dissipation constrain the trajectories within the set of positive current, which is a tiny part of the phase space. The system is no longer free to explore the entire phase space and “counting” states, to identify those in which the system spends most of its time, become pointless. Although nonequilibrium steady states live within tiny fractions of the totality of states, the corresponding trajectories are the relevant ones. At the same time, if the microscopic dynamics are TRI in the absence of an electric field, there is no reason to believe that this symmetry is broken by, e.g., an electric field.



This kind of behaviour is captured by the standard models of NEMD, in which a reduced mobility due to phase space contraction is associated with dissipation without breaking the microscopic time symmetry, although at times this symmetry takes unexpected forms.



Dissipation and TRI lead to one of the most interesting results in nonequilibrium statistical physics, which is known as steady-state Fluctuation Relation (FR). This relation was first derived by Evans, Cohen and Morriss in 1993 [16], for a model called SLLOD, i.e., the constant-energy sheared N-particles system following these equations of motion:


q˙k=pk/m+nxγyk,p˙k=Fk−nxγpyk−αpk,α=−γPxyV∑k=1Npk2/m,i=1,…,N.



(8)







Here, γ is the shear rate, [image: there is no content] is the unit vector along the x direction, and [image: there is no content] is the force exerted by all other particles on particle i, and α is the ergostatting term, obtained from Gauss’ principle of least constraint, in order to keep the internal energy constant. Equation (8) are TRI, in the sense that there exists a symmetry operator i acting on the phase space [image: there is no content] such that i2Γ=i∘iΓ=Γ for all [image: there is no content] and that, combined with the inversion of time [image: there is no content], leaves Equation (8) invariant. In other words, replacing Γ with [image: there is no content] and t with [image: there is no content], Equation (8) do not change. Introducing the time evolution operator, [image: there is no content], meaning that [image: there is no content] is the point at time t along a phase space trajectory starting at [image: there is no content], TRI also amounts to state that


StiΓ=iS−tΓ,for all pointsΓ∈Mand all timest∈R.



(9)







This property allows us to identify pairs of phase space trajectory segments enjoying opposite properties. Indeed, if TRI is preserved, a phase space trajectory with positive current and positive dissipation for a time t can be associated with another trajectory with opposite current and opposite dissipation within the same time t. For a monatomic gas in equilibrium, one possible symmetry i is the usual operator [image: there is no content], but it easy to check that this does not work for Equation (8). The SLLOD model is however invariant under the following operation:


[image: there is no content]



(10)







This means that, if the phase space trajectory ℓ starting in [image: there is no content] produces positive dissipation in a time t, then the trajectory [image: there is no content] starting in [image: there is no content] will produce the opposite dissipation in the same time t. One may then ask how these two events are related to each other in a steady state. The answer given in Ref. [16] is the following:


[image: there is no content]



(11)




where [image: there is no content] and [image: there is no content] are the steady state probabilities of ℓ and [image: there is no content], respectively, d is the dimension of space, and [image: there is no content] is the time average of α along segment ℓ. Equation (11) is parameter-free and exact in the long t limit for quite general systems. Although it is a direct consequence of the time reversibility of Equation (8), it constitutes a tool to characterize the temporal symmetry breaking that must take place in the macroscopic limit, as sanctioned by the second law of thermodynamics.



The reason is that the argument of the exponential contains N, which is very large for a macroscopic object, as well as the observation time t, which is also very large in terms of microscopic time units. As a consequence, negative dissipations, possible in a reversible framework, have a totally negligible probability for macroscopic objects. Letting N grow without bounds, one approaches the situation in which one value of the entropy production has probability 1, and all others have vanishing probability, as irreversible thermodynamics requires. In other words, Equation (8) are TRI for any N, and Equation (11) states that measurements lasting a finite time t may yield negative dissipations. At the same time, Equation (11) implies that the macroscopic limit [image: there is no content] makes unobservable such events, i.e. that the temporal symmetry is broken by the macroscopic limit for the macroscopic observables. This does not apply to systems made of a small number of elementary constituents, or for observations lasting only a short time. As a matter of fact, fluctuations of the dissipation have been observed in macroscopic systems Reference [17], and other kinds of microscopic fluctuations are commonly observed in macroscopic objects (see e.g., Reference [18] and references therein).



It is interesting to note that the symmetry defined by Equation (10) leaves invariant the Hamiltonian of a system subject to a constant magnetic field [19], so that results directly related to TRI continue to hold if a magnetic field is switched on. This makes the Casimir modification of the Onsager reciprocal relations unnecessary (albeit obviously correct), unlike standard wisdom tells [20]: as long as one is interested in the Onsager reciprocal relations, Ref. [19] shows that such a symmetry can be experimentally verified on a single system, not combining the results of two experiments with opposite magnetic fields [this work complements that of Reference [21] in which the TP parity was found to be sufficient for the validity of the Onsager reciprocal relations]. Analogously, dissipation in the presence of a constant magnetic field will result in the validity of the FR for a single system, making unnecessary the comparison of the statistics concerning two experiments with opposite magnetic fields [22].



This does not exclude the fact that different kinds of applications may still require the Casimir approach. The point here is that the time reversal symmetry of the microscopic dynamics persists even in situations in which it was usually thought to fail.



Indeed, we are now going to show that TRI holds in rotating reference frames. Consider a free particle with position [image: there is no content] in a reference frame rotating with constant angular velocity [image: there is no content]. The Lagrangian takes the form:


[image: there is no content]



(12)




from which the following dynamical equations are derived:


[image: there is no content]



(13)







One notices that such equations have the same structure of those concerning a magnetic field, hence they are likewise time reversal invariant with TRI symmetry operator i given by Equation (10). In the next section, we will consider the case of time dependent perturbations.




4. The Dissipation Function


The above discussion can be framed in an abstract dynamical system setting. This section, apart from Section 4.1, summarizes with minor variations how this has been done in Refs. [23,24,25]. In Section 4.1, we introduce a novel approach to time dependent perturbations.



Given a (sufficiently regular) manifold [image: there is no content], let [image: there is no content] be the evolution operator which maps a point [image: there is no content] into the point [image: there is no content] that is solution of


Γ˙=G(Γ),with initial conditionΓ.



(14)







Suppose that [image: there is no content] is endowed with a probability measure [image: there is no content] that is absolutely continuous with respect to the Lebesgue measure, so that [image: there is no content], where [image: there is no content] is the probability density function. This density does not need to be related to the dynamics, but it may evolve with the dynamics, and turn into another density [image: there is no content] after a time t. The evolution rule for [image: there is no content] will be given by the conservation of probability in phase space, i.e.,


μt(E)=μ0(S−tE)or,equivalently,by∫Eft(Γ)dΓ=∫S−tEf0(Γ)dΓ



(15)




for any measurable set [image: there is no content].



Given the phase space expansion rate [image: there is no content], we define the Dissipation Function as:


[image: there is no content]



(16)




which was first introduced in integral form in Ref. [26]. Note that the dissipation function is a phase function, and as such it does not depend explicitly on time. In its definition, the function [image: there is no content] is used at all times, even though the probability density in phase space may change because of the dynamics. Solving the generalized Liouville Equation


[image: there is no content]



(17)




yields the evolution [image: there is no content] of the initial distribution [image: there is no content] which, using [image: there is no content], can be written as [24]:


ft(Γ)=f0(Γ)expΩ−t,0f0(Γ),



(18)




where for a phase function [image: there is no content], the subscripts denote integration along the trajectory:


[image: there is no content]



(19)




hence


[image: there is no content]



(20)







It follows that the dissipation function provides the necessary and sufficient condition for [image: there is no content] to be invariant: [image: there is no content] for all [image: there is no content]. If [image: there is no content] can be identified with the energy dissipation and it identically vanishes, then [image: there is no content] and [image: there is no content] can be considered an equilibrium distribution and dynamics, respectively. This happens indeed in known cases [23].



In order to understand the connection between [image: there is no content] and energy dissipation, consider the ensemble average of any observable [image: there is no content]:


[image: there is no content]



(21)







From the first-principles definition of the derivative and Equation (18), we obtain (see Appendix):


[image: there is no content]



(22)




for any [image: there is no content]. Picking [image: there is no content] together with the identity [image: there is no content] (see Appendix) gives:


[image: there is no content]



(23)




which we can use to describe the evolution of the ensemble average [image: there is no content] in terms of averages with respect to the initial distribution [image: there is no content]:


[image: there is no content]



(24)







Note that by choosing [image: there is no content] in (22), we find:


[image: there is no content]








which leads to an interesting (symmetry breaking) result for [image: there is no content]:


[image: there is no content]



(25)




where equality holds only if [image: there is no content] is an equilibrium distribution.



We can compare Expression (24) with the Transient-Time Correlation Function (TTCF) formalism [27]:


Ot=O0−VkBT∫0t(O∘Ss)J·Fext0ds



(26)




for a thermodynamic system with temperature T and volume V which is driven away from equibrium by an external field [image: there is no content] turned on at [image: there is no content]. From this comparison, it is easy to see that if we choose [image: there is no content] in (24) to be the distribution for an initial equilibrium state, [image: there is no content] plays the role of the energy dissipation (product between the dissipation flux and the external force), hence the name dissipation function. The TTCF expression reduces to the Green–Kubo result in the weak-field limit.



Equations (18) and (24) together constitute the so-called Dissipation Theorem, which leads to a general formalism that is worth further investigation in statistical physics and in dynamical systems theory. In the next section, we consider the case of time-dependent perturbations, which to the best of our knowledge has not been considered so far.



4.1. Time-Dependent Perturbations


Consider a time dependent perturbation of the equations of motion (14) that leads to non-autonomous equations such as:


Γ˙=G^(Γ,t)=G(Γ)+p(t)orΓ˙=G^(Γ,t)=p(t)G(Γ).



(27)







On the left hand side, p is a vector field of same dimension as [image: there is no content]. On the right hand side, p is a scalar function. If the perturbation is periodic, we may restore the autonomous character of the dynamics introducing new variables φ and θ, that evolve as:


[image: there is no content]



(28)




and considering p as function of θ and φ. Let [image: there is no content] be one point in the augmented phase space [image: there is no content]. We denote by a tilde the counterparts in [image: there is no content] of the quantities previously considered in [image: there is no content]:


f0˜=f0˜(Γ,θ,ϕ)Λ˜=Λ˜(Γ,θ,ϕ)Ω˜f0=Ω˜f0(Γ,θ,ϕ).



(29)







Then, our perturbation lives on an ellipse, determined by the initial conditions, and the dynamics in [image: there is no content] can be expressed by:


[image: there is no content]



(30)




or


[image: there is no content]



(31)




where p is a given function of θ and φ. We may endow the ellipse of θ and φ with a uniform probability distribution. Then, the probability density function [image: there is no content] in the augmented phase space takes the form:


[image: there is no content]



(32)




where σ is the length of the one-dimensional torus. Then, in the case of Equation (30), the new dissipation function takes the form:


Ω˜f0(Γ,θ,ϕ)=−Λ˜(Γ,θ,ϕ)−ddtlnf˜0(Γ,θ,ϕ)=−Λ˜(Γ,θ,ϕ)−1f˜0(Γ,θ,ϕ)G(Γ)+p(θ,ϕ)∂f˜0(Γ,θ,ϕ)∂Γ+ϕ∂f˜0(Γ,θ,ϕ)∂θ−θ∂f˜0(Γ,θ,ϕ)∂ϕ=−Λold(Γ)−1f0(Γ)G(Γ)+p(θ,ϕ)∂f0(Γ)∂Γ



(33)




because p does not depend on Γ and [image: there is no content] does not depend on θ and φ. Then:


[image: there is no content]



(34)







In the case of Equation (31), we find:


[image: there is no content]



(35)







The above shows how the dissipation function can be defined in the presence of time dependent perturbations, and how it differs from the unperturbed case. In particular, this is done eliminating the explicit dependence on time, that makes problematic both the notion of TRI and the physical interpretation of the statistical quantities. Once the dissipation function has been re-introduced in such a way that TRI holds in the extended phase space, the results previously obtained for autonomous systems can be transferred to the time dependent case, simply using the modified dissipation function. In particular, observing that θ and φ do not depend on Γ and obey the TRI Equation (28) with an involution operator [image: there is no content] such that [image: there is no content], we may define [image: there is no content] as:


[image: there is no content]



(36)







To understand the conditions under which TRI holds in the perturbed case (30), observe that [image: there is no content] can be divided in four parts: the vector [image: there is no content] perturbing the evolution of the vector of generalized coordinates, the vector [image: there is no content] perturbing the evolution of the vector of momenta, and two zeros in the position of the variables θ and φ, that are subjected to no perturbation. Then, TRI requires the existence of an involution [image: there is no content] such that:


[image: there is no content]



(37)







In the case of Equation (31), it suffices instead to have an even function p:


[image: there is no content]



(38)







This approach may be extended to more general time dependent perturbations, since any perturbation can be thought to be periodic of period T, if T is conveniently larger than the observation times [28]. For instance, any periodic function [image: there is no content] can be expanded in Fourier components:


[image: there is no content]



(39)




with [image: there is no content], and one may eliminate t introducing the representation:


[image: there is no content]



(40)




where with a slight abuse of notation, θ and φ replace t and obey:


θ˙=ϕ,ϕ˙=−ω2θ,withω2=2πT2,



(41)




while the n-th Fourier basis element has been replaced by:


pn=θ−iϕωn,n∈Z.



(42)







Then, the equations of motion in the extended phase space [image: there is no content] can be written as:


[image: there is no content]



(43)




while the dissipation function takes the form:


(44)Ω˜f0(Γ,θ,ϕ)=−Λold(Γ)−∑k=02NGk(Γ)∂lnf0(Γ)∂Γk−∑k=02N∑n=−∞∞Vnkθ−iϕωn∂lnf0(Γ)∂Γk,(45)=Ωoldf0(Γ)︸old dissipation function−∑k=02N∑n=−∞∞Vnkθ−iϕωn∂lnf0(Γ)∂Γk︸additional term.











This expression is more general than Equation (34) since it holds for all [image: there is no content] perturbations given any observation interval [image: there is no content].



It appears that, in general, TRI may be violated because of the time dependent perturbation p. If that is the case, some of the results strictly related to TRI may fail, but a number of other results implied by the existence of a dissipation function still hold. Indeed, even the FR continues to hold in various cases in which TRI is absent, cf. Ref. [29]. Moreover, the end of Section 3 shows that, in many situations, TRI is not obvious but still present. The different situations must be assessed case by case. Keeping this in mind, in the following, we do not distinguish the autonomous from the non-autonomous cases.




4.2. Fluctuation Relations: Symmetry in Dissipative Dynamics


While the main purpose of the dissipation function is to describe the response to perturbations, and the relaxation of dynamical systems, it has been introduced to express one symmetry of TRI dissipative dynamics: the FR.



Let [image: there is no content] be a physical observable that is odd with respect to the time reversal operator i, [image: there is no content]. For [image: there is no content], introduce the interval [image: there is no content], and for a system with initial probability density [image: there is no content], consider the probability that the average of [image: there is no content] in the time interval [image: there is no content], [image: there is no content] say, belongs to [image: there is no content]. By definition, this probability is given by [image: there is no content], where [image: there is no content] is the set of phase points for which [image: there is no content] lies in [image: there is no content]. Then, we have:


μ0(O¯0,τ|(−A)δ)μ0(O¯0,τ|(A)δ)=∫O¯0,τ|(−A)δf0(Γ)dΓ∫O¯0,τ|(A)δf0(Γ)dΓ,



(46)




which can be computed observing that


O¯0,τ|(−A)δ=iSτO¯0,τ|(A)δ.



(47)







Hence, introducing the coordinate transformation [image: there is no content], whose Jacobian is [image: there is no content], cf. Ref. [23] Equation (46) becomes:



Transient [image: there is no content]-FR:


μ0(O¯0,τ|(−A)δ)μ0(O¯0,τ|(A)δ)=∫O¯0,τ|(A)δf0(SτX)eΛ0,τ(X)dX∫O¯0,τ|(A)δf0(Γ)dΓ:=e−Ω0,τ(0)O¯0,τ∈(A)δ(0),



(48)




where the last average is computed with respect to [image: there is no content] over the set of initial conditions such that [image: there is no content], and we use the following definitions for the dissipation function:


Ω¯t,t+τ(0)(Γ)=1τΩt,t+τ(0)=1τlnf0(StΓ)f0(St+τΓ)−Λ¯t,t+τ(Γ),



(49)




and we have assumed [image: there is no content] to be even under i, which means that [image: there is no content] could be an equilibrium probability density. At the same time, the phase space expansion rate Λ is odd with respect to i. If [image: there is no content], we obtain:



Transient Ω-FR:


μ0(Ω¯0,τ(0)|(−A)δ)μ0(Ω¯0,τ(0)|(A)δ)=exp−Ω0,τ(0)Ω¯0,τ(0)∈(A)δ(0)=e−[A+ϵ(δ,A,τ)]τ,



(50)




where the magnitude of [image: there is no content] is at most δ, because the average in Equation (50) is computed over the initial conditions, which lead to a value for [image: there is no content] within a distance δ from A.



Remarkably, the only conditions for these results are that the system starts from a state defined by an even [image: there is no content], and that its dynamics obeys TRI. These transient relations describe the statistics of repeated measurements of the observable [image: there is no content] in a time τ, starting in the same equilibrium state followed by some work for a time τ. This allows us to gain information on the initial equilibrium state, thanks to some nonequilibrium process. In this sense, transient FRs close the circle with the fluctuation-dissipation relations which, on the contrary, get information on nonequilibrium properties from equilibrium experiments.



For the behaviour in a steady-state, one may consider the following expression:


μ0(O¯t,t+τ|(−A)δ)μ0(O¯t,t+τ|(A)δ)=∫O¯t,t+τ|(−A)δf0(Γ)dΓ∫O¯t,t+τ|(A)δf0(Γ)dΓ.



(51)




in the [image: there is no content] limit. For any finite t, one has:


[image: there is no content]



(52)




which reduces to the previous expression (47) for [image: there is no content]. Therefore, by introducing [image: there is no content] so that [image: there is no content] and by using the parity of [image: there is no content] with respect to TRI, we obtain:


∫O¯t,t+τ|(−A)δf0(Γ)dΓ=∫O¯t,t+τ|(A)δf0(X)e−Ω0,2t+τ(X)dX,.



(53)







Substituting Equation (53) in Equation (51), the result is:


[image: there is no content]



(54)




where the right-hand side is an average over the phase space trajectory segments for which [image: there is no content] is close to A.



This is still a transient identity, fundamentally based only TRI for [image: there is no content]. We may now use the generalized Liouville equation for the conservation of probability to replace the initial distribution of density [image: there is no content] in (54) with the distribution [image: there is no content] of density [image: there is no content], which is reached by evolving [image: there is no content] for a time t:


μt(StE)=μ0(E)i.e.,∫StEft(X)dX=∫Ef0(X)dX










⇒μ0(O¯t,t+τ|(A)δ)=μt(StO¯t,t+τ|(A)δ)=μt(O¯0,τ|(A)δ)..



(55)







By combining Equations (54) and (55), we get the following relation:


[image: there is no content]



(56)




which, in the case [image: there is no content], eventually leads to:


(57)μt(Ω¯0,τ(0)|(−A)δ)μt(Ω¯0,τ(0)|(A)δ)=e−Ω0,t(0)e−Ωt,t+τ(0)e−Ωt+τ,2t+τ(0)Ω¯t,t+τ(0)∈(A)δ(0),(58)=e−A+ϵ(δ,t,A,τ)τe−Ω0,te−Ωt+τ,2t+τΩ¯t,t+τ(0)∈(A)δ(0),








where only part of the integral on the right-hand side is constrained. This relation is exact and holds for all values of t, τ and all pairs of A and [image: there is no content]. Moreover, the probability measures are no longer computed with respect to the initial density [image: there is no content], like in the previous transient FR, but they refer to the density [image: there is no content] that may eventually approach in time the steady-state distribution.



The existence of a steady-state FR implies that the expression (58) tends to a given value as [image: there is no content], while the ratio of probabilities in expression (57) does. Assuming that such a steady-state FR holds, we may now investigate which conditions are necessarily verified.




4.3. t-Mixing and Irreversibility


Let us rewrite Equation (58) in a more convenient way as follows:


1τlnμt(Ω¯0,τ(0)|(A)δ)μt(Ω¯0,τ(0)|(−A)δ)=A+ϵ(δ,t,A,τ)−1τlnC0(A,δ,t,τ),



(59)




where we have introduced a new symbol [image: there is no content] to stress its role in the following:


[image: there is no content]



(60)




as a kind of auto-correlation function for the following observable:


[image: there is no content]



(61)







Note that, in Equation (60), the average is computed with respect to the initial probability distribution [image: there is no content].



Suppose now to take the [image: there is no content] limit at fixed A, δ, τ of Equation (59). If the logarithm of [image: there is no content] diverges, one of the probabilities of the left-hand side of (59) goes to zero, which means that either A or [image: there is no content] are not observable at the steady state, i.e., when the probability distribution is [image: there is no content]. Clearly, if no pair [image: there is no content] is observable, the steady-state FR is of no interest. On the contrary, if observable pairs [image: there is no content] do exist, it means that, for such values, a steady-state FR in fact holds, i.e., the ratio of the probabilities to observe such values with respect to [image: there is no content] must satisfy the following inequalities, for any [image: there is no content]:


[image: there is no content]



(62)







The relation (62) evidently implies that the [image: there is no content] limit of the term containing the auto-correlation function [image: there is no content] is negligible. Then, relation (62) follows in the [image: there is no content] limit, if [image: there is no content] does not grow exponentially fast with τ. This points out a necessary condition for the steady-state FR to hold for a pair [image: there is no content], i.e., the decay in the auto-correlation with respect to the initial (non-invariant) distribution of the variable defined by Equation (61). Thanks to that, Equation (60) can be factorized as follows:


[image: there is no content]



(63)







Equation (63) is one instance of the following property, which we call weak t-mixing:


[image: there is no content]



(64)







The name derives from the fact that this property is a form of mixing, but it concerns the probability measure associated with the transient initial state.



Taking [image: there is no content] in Equation (64), and recalling that [image: there is no content] because [image: there is no content] is odd for even [image: there is no content], Equation (64) amounts to what we call weak Ωt-mixing condition:


[image: there is no content]



(65)







Then, the response formula in Equation (24) can be written in asymptotic form as:


⟨O⟩∞=⟨O⟩(0)+∫0∞dsΩ(0)O∘Ss(0),



(66)




which is the response of the initial ensemble to some perturbation codified within the evolution operator [image: there is no content]. We call Ωt-mixing the condition under which the integral in (66) exists. This is the necessary and sufficient condition for an ensemble of systems to reach steady-state after the driving. Equation (66) is exact, unlike the Green–Kubo linear response formula, which is first order in the perturbation.



Note that ensemble results are the standard results in response theory because the behaviour of single macroscopic systems has been hard to treat so far. Still, in experiments as well as in every day life, we observe the evolution of single systems, rather than that of large collections of identical objects. Ensemble results are accepted under the assumption that the evolution of a single system would not differ significantly from the average one, which is then called typical behaviour. Typical is the behaviour shared by the vast majority of systems. For Hamiltonian macroscopic systems, this is then the behaviour of probability 1, with respect to the invariant, equilibrium distribution, i.e., the counterpart of “counting” in continuous spaces.



In the case of dissipative dynamics, this is not possible because the corresponding invariant measures are singular with respect to the Lebesgue measure, and they attribute probability 1 to sets of zero phase space volume, i.e. to sets that are negligible from the counting standpoint. Nevertheless, the weak t-mixing condition allows us to make some progress in this direction. For any observable [image: there is no content] and any integer n, let


EnO,δ=Γ:O¯(Γ)=limT→∞1T∫0TO(StΓ)dt∈[nδ,(n+1)δ)



(67)




be the set of initial conditions [image: there is no content] such that a measurement that lasts very many microscopic times yields a given value within a tolerance δ. By construction, these sets are disjoint and invariant, i.e., a trajectory starting in one set remains inside it forever:


[image: there is no content]











Now suppose that the time-average [image: there is no content] exists for almost all Γ, in the sense of the Lebesgue measure. This is a delicate assumption because, apart from some idealized situation, one can prove existence of time averages only for [image: there is no content]-almost all phases, where [image: there is no content] is the steady-state probability distribution. This is not the desired case, since “almost all” could mean a set of vanishing volume in [image: there is no content]. At the same time, it is rather common for systems of physical interest that [image: there is no content] exists almost everywhere in the sense of phase space volumes. Therefore, we assume this to be the case. We may then write:


⋃n∈ZEnO,δ=M,henceμ0⋃n∈ZEnO,δ=1.



(68)







Let us now introduce the characteristic function [image: there is no content] of the sets [image: there is no content] defined as:


[image: there is no content]











If we assume that the characteristic functions verify weak t-mixing, we have:


μ0EnO,δ∩S−tEnO,δ−μ0S−tEnO,δμ0EnO,δ⟶0



(69)




in the [image: there is no content] limit. Because of the invariance of [image: there is no content] under the dynamics, this yields:


μ0EnO,δ−μ0EnO,δ2⟶0for t→∞,








and, because there is no time dependence in this equation, one concludes


[image: there is no content]



(70)







Since [image: there is no content] can be taken to be absolutely continuous with respect to the Lebesgue measure, and to be supported on all [image: there is no content], this equality means that almost all time averages, with the exception of a set of zero volume, take the same value with an arbitrarily small error δ. If we express relaxation towards a steady state in terms of the behaviour of observables of a system, which is indeed the way we establish equilibrium, Equation (70) states that: under weak t-mixing, single systems relax in a typical fashion, where typical is intended in the sense of counting even for dissipative dyamics.





5. Conclusions


In this contribution we have outlined a physical interpretation of the problem of macroscopic irreversibility, the temporal symmetry breaking of our daily life space and time scales, for relaxation of TRI dissipative systems, such as those of NEMD.



In the case of conservative dynamics, the standard approach is represented by Boltzmann’s argument. This argument rests on the notion of typicality, which implies that a system starting in a non-equilibrium state with dynamics exploring the phase space without constraints irreversibly enters its proper equilibrium state. In our view, one difficulty of this approach is that it subordinates the irreversibility that we experience on our space and time scales to the evolution of the whole universe and its initial conditions: the “past hypothesis”. Although the argument is fascinating and quite compelling within a given rational framework, it embeds in a single theory such remote scales as the microscopic, the macroscopic (or thermodynamic), and the cosmological scales. The purpose of explanation may therefore be better served by an approach that appears less fundamental but avoids numerous steps not amenable to experimental tests.



Other recent studies [30] have shown that, at least for simple Newtonian N–body systems, a gravitational arrow of time seems to naturally arise out of simple physical laws without the need for special initial conditions, in contrast with the standard Boltzmann’s view. The approach of Ref. [30] has been, however, criticized [31]. Former approaches, such as Prigogine’s recourse to microscopically irreversible dynamics, also appear unnecessary, as we have no evidence of this lack of reversibility at the atomic/molecular scale, despite violations of the time parity being observed in high energy physics.



Our approach is based on the theory of TRI dissipative dynamical systems, which successfully describe transport properties of nonequilibrium systems, focusing on the molecular level of description. Indeed, one may argue that dissipation phenomena fit human space and time scales much better than the universe as a whole does. The key hypothesis of this model is the microscopic time reversal invariance of the dynamics.



The technical tool that we have used to achieve our result is the dissipation function:


[image: there is no content]








which we considered as a nonequilibrium thermodynamic potential, driving the relaxation of an ensemble of systems arbitrarly far from equilibrium. We extended the corresponding formalism to the case of time-dependent perturbations acting on the system. Furthermore, we have illustrated how weak t-mixing turns ensemble results into single system ones. Under the assumption of the existence of time averages for [image: there is no content]—almost every [image: there is no content]—we have thus extended the “counting” argument even to TRI dissipative systems.



For a single system, arbitrarly far from equilibrium, we have proved that the condition to observe irreversible relaxation to a nonequilibrium steady state is the decay of auto-correlation of the dissipation function.



Loss of memory again is connected with the presence of different time scales, i.e., the fact that any measurement of a system takes a certain characteristic time to be made, which is very long compared to the microscopic characteristic times. For future investigations, it will be important to understand the role played by the system size N in the t-mixing conditions.







Acknowledgments


The authors are grateful to Sara Bonella and Giovanni Ciccotti for enlightening discussions.




Author Contributions


The contributions of the two authors are half and half on all parts of this paper.




Conflicts of Interest


The authors declare no conflict of interest. The founding sponsors had no role in the design of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, and in the decision to publish the results.





Appendix



	
For completeness, we report some mathematical derivations, as given in Ref. [24]. For the phase-space average of any observable [image: there is no content], the following holds:


⟨O⟩t+s=∫O(Γ)ft+s(Γ)Γ=∫O(Ss(S−sΓ))ft+s(Ss(S−sΓ))∂Γ∂S−sΓd(S−sΓ)=∫O(Ss(S−sΓ))ft+s(Ss(S−sΓ))exp{Λ−s,0(Γ)}d(S−sΓ)=∫O(Ss(S−sΓ))ft+s(Ss(S−sΓ))exp{Λ0,s(S−sΓ)}d(S−sΓ)=∫O(SsΓ)ft+s(SsΓ)exp{Λ0,s(Γ)}dΓ=∫O(SsΓ)ft(Γ)dΓ=⟨O∘Ss⟩t,



(71)




where we have used fs+t(StΓ)=exp{−Λ0,t(Γ)}fs(Γ) to complete the final step.



	
We give here some guidelines to obtain Equation (23):


ddsOfs=limh→01hOfs+h−Ofs=limh→01h∫O(Γ)fs+h(Γ)−O(Γ)fs(Γ)dΓ=limh→01h∫O(Γ)fr(Γ)exp{Ωr−s−h,0fr(Γ)}−fr(Γ)exp{Ωr−s,0fr(Γ)}dΓ=limh→01h∫O(Γ)fr(Γ)exp{Ωr−s,0fr(Γ)}exp{Ωr−s−h,r−sfr(Γ)}−1dΓ.



(72)




By using the midpoint rule on the term in squared brackets, we eventually reach:


[image: there is no content]



(73)




so that


(74)ddsOfs=∫O(Γ)fr(Γ)exp{Ωr−s,0fr(Γ)}Ωfr(Sr−sΓ)dΓ,(75)=∫O(Γ)fs(Γ)Ωfr(Sr−sΓ)dΓ=O·(Ωfr∘Sr−s)fs.








For a more detailed explanation, we refer to Ref. [24].
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