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Abstract: With the rapid development of e-commerce, the contradiction between the disorder
of business information and customer demand is increasingly prominent. This study aims to
make e-commerce shopping more convenient, and avoid information overload, by an interactive
personalized recommendation system using the hybrid algorithm model. The proposed model
first uses various recommendation algorithms to get a list of original recommendation results.
Combined with the customer’s feedback in an interactive manner, it then establishes the weights
of corresponding recommendation algorithms. Finally, the synthetic formula of evidence theory is
used to fuse the original results to obtain the final recommendation products. The recommendation
performance of the proposed method is compared with that of traditional methods. The results of
the experimental study through a Taobao online dress shop clearly show that the proposed method
increases the efficiency of data mining in the consumer coverage, the consumer discovery accuracy
and the recommendation recall. The hybrid recommendation algorithm complements the advantages
of the existing recommendation algorithms in data mining. The interactive assigned-weight method
meets consumer demand better and solves the problem of information overload. Meanwhile, our
study offers important implications for e-commerce platform providers regarding the design of
product recommendation systems.
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1. Introduction

The past few years have witnessed an astounding growth of electronic commerce, and online
shopping has become a staple for many people. Meanwhile, mobile technology has promoted the
development of online shopping [1]. In the virtual environment of e-commerce, enterprises can
offer a great deal of product information. However, the new networked and pervasive information
technology (IT) or computer-mediated environment produces an exploding volume of data, resulting
in information overload [2]. If consumers want to find the product that they are interested in, they need
to browse a lot of irrelevant information [3]. This process may lead to the continuous loss of consumers,
and hinder the development of e-commerce. Therefore, consumers are in urgent need of a purchasing
assistant to recommend products according to their interests. In this case, an e-commerce personalized
recommendation system emerges, as the times require. It is a business intelligence platform based on
massive data mining, which can help e-commerce websites provide personalized decision support and
information service for customers. The recommendation system automatically completes the process
of personalized selection, and recommends personalized products to meet customer demand [4,5].

However, one prerequisite for the current recommendation is that customers can clearly show
their preferences. In fact, it is difficult for customers to express their preferences many times. Customers
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need to interact with the recommendation system and judge the recommendation results given by
the system. Then, the system adjusts the recommended products, according to consumers’ feedback.
Multiple loops of interactive recommendations can ensure the accuracy of recommendations. Let us
consider a scenario below. Lily is in need of a computer. If Lily knows nothing about computers,
she cannot accurately describe her preferences by means of specific configuration indicators. In this
case, the recommendation system needs to constantly identify her preferences by interacting with
the customer.

Most of the current recommendation systems recommend products that have a high probability
of being purchased [6,7]. They employ content-based filtering (CBF) [8,9], collaborative filtering
(CF) [10,11] and data mining techniques [12]. We analyze the shortcomings of each algorithm in
Section 2.1, and find that the existing algorithms have less direct interaction with customers [13].
The comparative results are shown in Table 1. In order to overcome the problems of each
recommendation algorithm and exploit their respective advantages, many scholars studied the
combined recommendation algorithms that fuse multiple recommendation techniques [14,15].
However, most of the research was based on two algorithms: CBF and CF. Few researchers studied the
dynamic composition of multiple recommendation techniques with interactive designs.

Table 1. Comparative analysis of main recommendation algorithms.

Algorithms Accuracy Automaticity Real-Time Diversity Scalability Cold-Start Problem Sparsity Problem

CBF Inferior Good Good Bad Bad New users Not

CF
User-based CF Better Bad Bad Better Bad Serious Serious
Item-based CF Better Inferior Inferior Better Bad Serious Serious

Association rules General Good Good Good General New projects General

Therefore, this paper proposes a new model for a recommendation system of e-commerce
using hybrid recommendation. The weights of different recommendation results were set according
to the customer’s real-time mutual information, so as to make the recommendation system more
accurate. Firstly, generate the customer portrait based on consumer information, and use multiple
recommendation methods to get a list of original recommendation results. Secondly, determine
the corresponding weights according to the importance of different recommendation algorithms.
In the process, the system continuously interacts with the consumer in real time, so that the
personalized requirements of the consumer can be predicted accurately. Meanwhile, the weights of the
corresponding algorithms are updated dynamically, and the optimal combination of the algorithms is
automatically configured for the consumer. Finally, the final recommendation products are obtained
by using the evidence synthesis formula to fuse results of the recommendation list.

The paper’s organization is as follows: In Section 2, we review the literature of the
recommendation system, hybrid algorithm and iterative design. Section 3 proposes the innovative
methodology to improve the quality of recommendation. In Section 4, we design the experiment to
illustrate the effectiveness of the proposed model. In the last section, we conclude the paper.

2. Literature Review

The literature review focuses on two perspectives: (1) the recommendation system and hybrid
algorithm; (2) iterative design.

2.1. The Recommendation System and Hybrid Algorithm

The recommendation system is a kind of decision-support system based on the customer’s
preference [16]. In recent years, it has been widely used in e-commerce sites to provide consumers
with product purchasing advice [17,18]. Since the development of the first recommendation system
by Goldberg and his colleagues [19], various recommendation systems and related technologies have
been introduced. Among these systems, user-based CF [20] is the most popular in e-commerce,
such as on Amazon.com [21]. This system identifies a customer’s preference to recommend the
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products most likely to be purchased by a similar customer group. However, the user-based CF has
certain shortcomings. It is difficult to measure the similarities between customers, and there is the
scalability issue [22]. As the number of customers and products increases, the computation time of
algorithms increases exponentially [23]. To solve the scalability problem, there is the item-based CF
method [24], which calculates item similarities offline. This method is based on customer’s online
history, and assumes that a customer will be more likely to purchase products that are similar or
related to the products that he or she has already purchased.

The CBF method applies content analysis to target products that are described by their
characteristics, such as size, color, shape and material. The recommendation system [25,26] guesses
the consumer shopping preferences according to the characteristics of products that the consumers
purchased in the past, and then recommends similar products to him or her [27]. However,
a pure CBF system also has its limitations. One limitation is that customers can only receive
recommendations similar to their earlier experiences. The other limitation is that certain items [28],
such as music, photographs and multimedia, are difficult to analyze [29]. Based on CF and CBF [30],
mining association rules methods has been introduced to help customers find products to purchase.
At present, the Apriori algorithm is widely used in association rules mining. This algorithm has
good automaticity, real-time applicability and diversity. However, it has a large amount of data in the
process of mining frequent item sets, which increases the time and complexity of recommendation
systems [31]. We compare the merits and demerits of the main recommendation algorithms, and obtain
the result shown in Table 1.

In order to overcome the problems of the above recommendation algorithms and exploit their
respective advantages, many scholars studied hybrid recommendation algorithms that fuse multiple
recommendation techniques [14,15]. The hybrid recommendation algorithms can be divided into
the following categories, according to the fusion degree: (1) the recommendation results based on
CBF and CF are implemented respectively. Then, fuse the results to get the final results; (2) some
features of CF are integrated into CBF, the latter of which is the main method; (3) some features of
CBF are integrated into CF, the latter of which is the main method; (4) a hybrid recommendation
model based on CBF and CF is proposed. The model not only contains the characteristics of CBF,
but also contains the characteristics of CF. Peng et al. [32] used a hybrid recommendation algorithm
based on CBF and item-based CF to carry out a linear combination of item-property similarity and
item-scoring similarity. However, its balance factor was static, and it only considered the number of
the same attributes, ignoring the influence of other attributes. On that basis, Wu et al. [33] changed the
equilibrium factor into dynamic, but the balance factor was not significant. Hussein et al. [34] provided
a range of recommendation algorithms and strategies for producing group recommendations, as well
as templates for combining different methods into hybrid recommenders. We find most research was
based on two algorithms: CBF and CF. Few researchers studied dynamic composition of multiple
recommendation techniques with interactive design.

2.2. Iterative Design

The recommendation system is not only based on customer history record, but also needs to be
based on the current behavior data to give real-time feedback. The system continuously interacts with
the customer and analyzes the customer feedback to correct and optimize the recommendation
results. Interactivity realizes the dialogue between the customer and system. The goal of the
recommendation system is to recommend products that best suit customers. Research shows that an
effective recommendation system can inspire customers’ trust in the system [35]. The recommendation
system has transparent system logic and provides detailed information about recommended products.
Swearing et al. [36] improved the recommendation method that allows customers to interact with the
system more effectively, to make recommendations more effective. Felfernig et al. [37] put forward the
idea of case-based reasoning, which used the products’ characteristics to interact with the customer to
determine the most appropriate products. Some researchers proposed interactive visualizations as
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a means to support interaction with recommendation systems at the ACM conference on Intelligent
User Interfaces (IUI) in 2013 [38]. He et al. [39] presented an interactive visualization framework that
combines recommendation with visualization techniques to support human–recommender interaction.

In the past 10 years, researchers studied recommendation systems from several perspectives:
prediction accuracy, algorithm scalability, knowledge sources, types of recommended projects and
tasks, and evaluation methods. There is not much research on the interaction between customers
and recommendation systems from customers’ perspective. The current black-box nature of
recommendation systems prevents customers from providing input into the recommendation process
in an interactive and iterative manner. Pleasant interactions of co-creation activities can provide
personalized service well [40]. As the predication of the current task or interest of the customer is a
challenging task, there is a need to develop a hybrid approach that enables the customer to interact
with the system [41].

In this research, we propose an interactive personalized recommendation system based on a
hybrid algorithm of multiple recommendation algorithms. The system can collect the customer’s
feedback information in real-time and dynamically adjust the weights of recommendation algorithms.
Mufti-strategy fusion optimizes the diversity, novelty and timeliness of the recommendation, and
gives customers surprising results. Details of our algorithm are discussed next.

3. Model Formulation

3.1. The Solution Framework

To construct an interactive recommendation system based on a hybrid algorithm of multiple
recommendation algorithms, we followed the framework as outlined in Figure 1. The first phase is
to preprocess the information of products and consumers, where retaining useful information and
building relationships are the main tasks. The second phase obtains original recommendation results
through various recommendation algorithms. The third phase calculates the weights for each result.
A weight measures the importance of a recommended result. The fourth phase is to get the final
recommendation results through fusing the original results of various recommendation algorithms.
The last phase is to show the recommendation results to the customer through an interactive interface,
and record the customer’s feedback information to correct the recommendation weights. Details are
described next.
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We propose a new method to enable customers to interact with recommendation systems and
to create a feedback loop that incorporates customer feedback and input. Detailed description
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about the process of interactive interface and procedures with customers is shown in Figure 2.
The customer-behavior node refers to the customer’s current browsing/search products, click,
evaluation and so on, which is used as a basis for calculating personalized recommendations.
The information such as time, location and weather is denoted by the context node.
The recommendation engine node gets the information from the customer behavior node and the
context node to calculate the data for the medium node. The medium node represents data inferred
from customer behavior and context data by the recommendation engine: a list of customers that are
similar to the active customer is a typical example of such data.
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The interactive process is illustrated by the arrows in Figure 2. The straight arrows indicate the
data flow, while the revolving arrows refer to customer interactions with data elements of the different
nodes. For instance, the revolving arrow of the customer behavior and context nodes represents
interaction of customers with an interactive interface that represents customer behavior and context
data, respectively. The revolving arrow of the medium node represents interaction of customers with
an interactive interface of medium data, such as a list of like-minded customers. Customer feedback
through the three nodes is transmitted to the recommendation engine through the straight arrows
pointing towards the recommendation engine node. Then, the engine recalculates the weight and
transmits the revised data to the medium and the recommendation result to the interactive interface.
If the consumer is satisfied with the recommendation result, the interaction is ended. Otherwise,
the interactive loop continues.

3.2. Obtain the Recommendation List

Obtaining the recommendation list requires three elements: products, customers and
recommendation algorithms. The system mines customers’ interest portraits from multiple dimensions,
and precisely pulses customers’ preference. Meanwhile, the system processes the products’ information
and gets the relation between the products. According to the needs of each recommendation algorithm,
the system handles related information as the basis for subsequent analysis. C is a collection of all
customers, and P is a collection of all the products. The utility function u() is used to calculate the
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recommendation degree of the product p to the customer c. The goal of the recommendation algorithm
is to find the product p∗ that has the maximum recommendation degree. The formula is as follows:

∀c ∈ C, p∗ = argmaxp∈Pu(c, p). (1)

3.2.1. CBF Algorithm

The CBF algorithm takes the feature as the basic unit to describe the product. It extracts
features from customers’ data and builds the customer preference model ContentBasedPro f ile(c).
Then, according to the location and frequency of different features in the product, it determines the
match extent between the predicted product and the customer preference. The utility function can be
calculated as follows:

u(c, p) = sim(ContentBasedPro f ile(c), Content(p)), (2)

where sim() is the similarity calculation, which can be calculated by Euclidean distance, Pearson
similarity, vector cosine angle and so on. The object of the algorithm is mostly described by the text of
the product, and the recommendation process does not require customer intervention. Therefore, it is
a real-time process.

3.2.2. CF Algorithm

The CF algorithm, one of the most widely used techniques in recommendation systems, is based
on a group of customers with the same interest [42]. CF uses the matrix of customers and products
shown in Figure 3 to find the similarity between customers and products. Then, it combines the
customer’s historical information to obtain the recommendation degree of the product, and produces
the recommendation result according to the recommendation value. CF can be divided into two types:
user-based CF and item-based CF.
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The specific idea of user-based CF is as follows. (1) Calculate the similarity sim(c, c′) between
the customer c and the other customers by using the customer’s score for the product as a vector to
determine the customer c preference similarity c′; (2) obtain the utility value of the customer c to the
product p by the weighted average of the similarity c′ and the similarity of the customer c. Therefore,
the utility function is

u(c, p) = ave(∑ u(c′, s)× sim(c, c′))(ci ∈ C). (3)

Item-based CF is based on the following assumptions: Products that attract customers’ interest
must be similar to products that have been rated high previously. According to the hypothesis,
calculate the similarity sim(p, p′) between the product p′ evaluated by the customer c, and the predicted
product p. Then, obtain the utility value of the customer c to the product p by the weighted average
of the similarity sim(p, p′) and the score of the customer c to the product p. Therefore, the utility
function is
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u(c, p) = ave(∑ u(c, p′)× sim(p, p′))(ci ∈ C). (4)

The difference between the CBF algorithm and the CF algorithm is as follows: When mining
the relationships among projects, the CBF algorithm needs no customer information except for the
characteristics of the products. The item-based CF algorithm determines the relationship among the
products using the customers’ score.

3.2.3. Association Rules-Based Algorithm

The essence of recommendation based on association rules is to extract the relationship
among products in a data set [43]. The recommendation algorithm has two key elements:
support(p⇒ p′) = S(p′ ∪ p) and con f idence(p⇒ p′) = S(p′|p) , where p is a product to be predicted.
Support is an important basis for data pruning, while confidence reflects the link between the product
p and customer-interested product p′, that is, the measure of utility value.

This article takes the above four common recommendation algorithms as an example to form
factors of a hybrid recommendation strategy. Through the above four algorithms, the corresponding
results are obtained, which are the preparations for the following fusion recommendation results.

3.3. Measure the Weights of Each Recommendation Result

After recommendation results of four algorithms are generated, the next step is to determine
the weights of the corresponding results. In decision analysis, different results have different
importance, and they play different supporting roles in our decision making. The weight of the original
recommendation result is closely related to the accuracy of the final recommendation result. If the
result of a recommendation algorithm has higher accuracy, then the algorithm should be more reliable
and have greater weight in the decision process. For recommended data sources I, I =< U, A ∪ P >,
the importance of a subset of non-null conditional attributes SA(φ ⊂ SA ⊆ A) is:

σ(SA, P) =
γA(P)− γA−SA(P)

γA(P)
= 1− γA−SA(P)

γA(P)
, (5)

where γA(P) is the classification accuracy of attributes set A relative to class attributes P, and σ(SA, D)

describes the impact of deleting attributes subset SA on the classification of conditional attributes.
The greater the impact, the more important the attribute subset.

The recommendation capabilities of the recommendation algorithms are different under different
situations. Therefore, the weights should be different in the personalized recommendation process.
A recommendation algorithm R is given the basis of the distribution of credibility, that is, the rule
condition consists of a subset of conditional attributes. The weight of the result is

impai = σ(SAi, P) =
γA(P)− γA−SAi (P)

γA(P)
= 1−

γA−SAi (P)
γA(P)

. (6)

Key steps of the method for determining weights are outlined below.

Step 1. Let A =
{

a1, . . . , ai, . . . a|A|
}

be the set of all input attributes in recommended data
sources I, and let RC be the real recommended products. |CES| is the number of
recommendation algorithms.

Step 2. Train the neural network N to maximize the network accuracy with A as input and RC as output.
Step 3. For j = 1, 2, . . . , |CES|, let Nj be a network whose connection weights are as follows:

(a) For all the inputs except
{

aj,1, aj,2, . . . aj,|SAj|

}
, assign the connection weights of Nj equal

to the weights of N.

(b) Set the connection weights of
{

aj,1, aj,2, . . . aj,|SAj|

}
to zero.
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Compute the output of network Nj.

Step 4. Compute the influence of SAj to the network accuracy.

Step 5. If j ≥ |CES|, go to Step 6, otherwise, set j = j + 1 and go to Step 3.

Step 6. The derived
{

w1, . . . , wj, . . . w|CES|

}
are the weights of the recommendation algorithms.

In the above step, we first find a trained neural network N with the entire set of attributes A,
A =

{
a1, . . . , ai, . . . a|A|

}
, as its input. For each recommendation algorithm, suppose the condition

attributes consists of SAj, SAj =
{

aj,1, aj,2, . . . aj,|SAj|

}
. We calculate the prediction result of the neural

network after deleting
{

aj,1, aj,2, . . . aj,|SAj|

}
, as described in Step 3. That is, the connection weights of

the
{

aj,1, aj,2, . . . aj,|SAj|

}
are set to 0, and the connection weights of other attributes are the same as

those of the trained neural network N. Then, compute the output of network Nj, whose connection
weights are stated as above. Last, as Step 4 says, compare the difference of accuracy between network
Nj and N. The difference of accuracy can be regarded as the influence of the algorithm on the result.
The greater the influence of the attribute set on the result, the bigger is its weight.

3.4. Fuse the Results

Through the acquisition of recommendation results and their importance, we obtain the
representation of the recommendation scheme as follows:

< o, Ri, wi >→<
{

pi1 , con fi1
}

, . . . ,
{

pij , con fij

}
, . . . , {pim , con fim} >, (7)

where i = 1, 2, . . . , t, o is the target consumer, Ri is the one recommendation algorithm, wi is the weight
of Ri, pij is the recommended target product, and con fij is the basic credibility that Ri thinks o buys pij .
If every recommendation algorithm gives different recommendation results, how do you recommend
products to consumers at this time? In this paper, we use the synthetic formula of evidence theory
to synthesize the recommendation results to form the final recommendation scheme. It realizes the
product recommendation by using a variety of algorithms.

In the process of information fusion, evidence theory first defines an identifiable framework
Θ = {θ1, θ2, . . . , θn} to describe n basic assumptions about decision problems. Based on the identifiable
framework, we can obtain the dense of underlying assumption, denoted 2Θ. The basic idea of evidence
theory is that, for a decision object, the basic credibility distribution is given by the conclusion whose
concentration is 2Θ. The basic credibility assignment is any function as follows: m : 2Θ → [0, 1] ,
and that has the nature: m(φ) = 0, ∑

∆∈2Θ
m(∆) = 1. Given the basic credibility assignment of m, we can

obtain the confidence function bel : 2Θ → [0, 1] and the likelihood function pl : 2Θ → [0, 1] :

bel(θ) = ∑
∆⊆θ

m(∆), (8)

pl(θ) = ∑
∆∩θ 6=φ

m(∆) = 1− bel(Θ− θ). (9)

In the framework of traditional evidence theory, the synthesis rule is the most classical and
commonly used synthesis method that has the characteristics of commutativity and associativity. The
formula is as follows:

m(θ) =

∑
θi∩θj=θ

m1(θi)×m2(θj)

1− ∑
θi∩θj=φ

m1(θi)×m2(θj)
, (10)
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where m1 and m2 are the basic credibility assignments given by any two evidence sources, θi and
θj are hypotheses about the evidence sources and ∑

θi∩θj=φ
m1(θi)×m2(θj) stands for the inconsistent

information of two evidence sources.
Let us take an example to present the fusion mechanism. Companies are making decisions about

which computers are recommended to Lily. We use three algorithms mentioned in Section 3.2 as the
recommendation methods. The three recommended computers are defined as A, B, C. The reliability
given by the algorithms is shown in the Table 2.

Table 2. Belief degrees of customer purchase.

Product Algorithm Recommend Don’t Recommend Uncertain

A
CBF 65% 30% 5%
CF 67% 30% 3%

Association rules 63% 34% 3%

B
CBF 66% 32% 2%
CF 65% 30% 5%

Association rules 67% 29% 4%

C
CBF 56% 40% 4%
CF 58% 30% 12%

Association rules 62% 33% 5%

After getting a list of recommended products from each recommendation algorithm, we use the
method mentioned in Section 3.3 to obtain the recommendation weights. Table 3 shows the results of
each recommendation algorithm and their corresponding weights.

Table 3. Recommendation results and the corresponding weights.

Product Recommend Don’t Recommend Uncertain Algorithm Weights

A 0.65 0.30 0.05
CBF 0.37B 0.66 0.32 0.02

C 0.56 0.40 0.04

A 0.67 0.30 0.03
CF 0.51B 0.65 0.30 0.05

C 0.58 0.30 0.12

A 0.63 0.34 0.03
Association rules 0.12B 0.67 0.29 0.04

C 0.62 0.33 0.05

Evidence theory is used to synthesize the basic credibility assignment. The results are shown in
Table 4. We can get personalized recommendation results from different recommendation algorithms
whose results are occasionally conflicting. For example, the recommendation result of algorithm R1

and algorithm R3 is B, but the recommendation result of algorithm R2 is A. Through the fusion of the
initial results from each recommendation algorithm, the final result is A (0.658 > 0.656 > 0.577).

Table 4. The fusion results of each recommendation algorithm.

Product Recommend Don’t Recommend Uncertain

A 0.658 0.305 0.037
B 0.656 0.306 0.038
C 0.577 0.341 0.082
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By using the proposed method, we get the products that are suitable for the customer. In our
example, only three product’s recommendation results are obtained. In real-life transactions,
there are thousands of goods in the database. Space for the recommended products is limited.
The system can choose the recommended products according to their recommendation probabilities.
The recommendation results of the hybrid algorithms are shown to the consumer through the
interactive interface. Then, according to the feedback behavior of the consumer, the weight of each
result in Section 3.3 is changed dynamically. Furthermore, the original results are re-fused until the
final results are optimal.

4. Experimental Results

4.1. Data Preparation

The database of the women’s clothing online shop is chosen as a research example, which is
from Taobao.com. Taobao.com is a large network retail business circle under Alibaba Group. It is
the most-visited online retail website in China. Women’s clothing online shops have a large scale
in Taobao.com. Their products are often in large quantities, and the quality is difficult to identify.
Research evidence has suggested that an e-commerce recommendation system is critical for consumer
purchase decisions and product sales [44]. An e-commerce recommendation system recommends
products that the customer will find most valuable among the available products. Thus, an e-commerce
recommendation system is essential to help consumers find valuable products and avoid information
overload. We obtained data from the online shop selling fashion apparel. The number of successful
transactions has been about 800,000 since the beginning of the store in 2009. In this paper, we select
the data from the shop’s transaction database in a period of time to test the effectiveness of the
proposed algorithm.

The subjects of the experiment are 200 consumers. Of the customers, 120 bought clothes online
for the first time in the online store. 50 consumers purchased two times during the experiment.
The remaining 30 customers shopped three times or more at the store during the experiment. There are
four kinds of recommendation algorithms: CBF, item-based CF, user-based CF and association rules.
In the test experiments, we compared the above four algorithms and the hybrid algorithm proposed
in this paper. Comparison items include the consumer coverage, the consumer discovery accuracy,
the recommendation recall and the recommendation speed.

4.2. The Consumer Coverage

The consumer coverage refers to:

Coverage(t) = ∑ (RS(t) ∩ RR(t))/∑ RS(t), (11)

where t ≥ 0, RS(t) is the recommendation resource set at time t equals t in the recommendation
system, and RR(t) is the resource set of the consumer selection. The higher the consumer coverage,
the stronger the coverage ability of the recommendation system to the consumer’s needs and features.
The comparison of experiment results on consumer coverage is shown in Table 5 and Figure 4.

Table 5. The consumer coverage of each recommendation algorithm.

Algorithm
Data Statistics Time (24 H × 7)

1 2 3 4 5 6 7 8 9 10

proposed algorithm 18% 28% 36% 43% 51% 60% 67% 73% 80% 79%
user-based CF 16% 22% 29% 37% 44% 52% 59% 61% 70% 65%

association rules 17% 27% 34% 41% 50% 58% 65% 70% 78% 75%
CBF 17% 25% 32% 39% 48% 57% 64% 68% 77% 72%

item-based CF 16% 24% 31% 38% 47% 55% 61% 65% 73% 68%
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Because of the diversity of consumer preferences, there are often small probability categories in the
personalized recommendation process. The coverage is an important index of the rule recommendation
ability. The recommendation rules should contain concise recommendation products and provide
personalized recommendation for consumers’ different needs. As can be seen from Figure 4, with the
continuous increase of the customer information in the recommendation system, the customer coverage
increases continuously until the peak value. In addition, the proposed algorithm is better than other
algorithms, and user-based CF is the worst. This is because the core of user-based CF is to identify and
explore specific consumer groups. The algorithm forms total customer preference forecasts through
the analysis of characteristics of consumers’ interest and the fusion of similar consumers’ evaluation of
products. However, the cost of system computing and storage increases dramatically following the
increase in the number of products and consumers. Furthermore, the consumer coverage declines.
The proposed method can reduce the weight of the user-based CF to improve the consumer coverage.
From the point of view of the coverage speed, the advantages of the proposed algorithm are more
obvious, particularly with the rapid changes of consumer characteristics under corporate advertising,
promotions and other activities. Therefore, the proposed method can accurately recommend products
that consumers are interested in, to avoid the loss of consumers and enhance corporate profits.
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4.3. The Consumer Discovery Accuracy

The consumer discovery accuracy is defined as the proportion of selected resources in
recommended resources. It becomes very important for the recommendation system. If the system
recommends a product that is not required for consumer demand, the recommendation system will
help consumers make decisions and improve the purchase rate. In this comparative experiment,
we first carried out an experimental analysis of 200 subjects. However, due to limitations of the small
sample size, the differences of experimental results were not obvious. Thus, we chose 300 other
customers from the shop’s transaction database as the experimental subjects. The total number of
customers increased from 200 to 500. Among them, the proportion of all types of consumers remains
unchanged. A comparison of five algorithms is shown in Table 6 and Figure 5.
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Table 6. The consumer discovery accuracy of each recommendation algorithm.

Algorithm
Number of Customers

50 100 150 200 250 300 350 400 450 500

proposed algorithm 20% 35% 50% 70% 75% 81% 78% 75% 70% 67%
CBF 17% 27% 41% 60% 64% 71% 61% 52% 48% 41%

item-based CF 18% 33% 48% 67% 71% 79% 71% 65% 59% 55%
user-based CF 18% 32% 47% 66% 68% 77% 69% 61% 54% 49%

association rules 17% 30% 44% 63% 67% 75% 65% 58% 51% 44%
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The above experiment compares the consumer discovery accuracy of four algorithms and the
proposed algorithm by using different sizes of data. When the number of customers is 300, the
accuracy for the proposed algorithm is 81%, as shown in Table 6. From Figure 5, we can see that
the proposed method in terms of accuracy is higher than that of the other four algorithms. In the
four algorithms, the consumer discovery accuracies become relatively stable with the continuous
enrichment of customer information, and then begin to decrease after reaching their peak values.
However, the proposed method allows consumers to interact with the system dynamically to change
weights. Consumer feedback can adjust the recommended products in a timely manner, so the accuracy
of the peak was higher and the accuracy decreased more slowly. This means that the strategy using
the hybrid algorithm to analyze consumer behavior is more accurate. It has a positive impact on
the quality of the recommendation rules. This advantage is more pronounced after the number of
consumers increases to 300, as shown in Figure 5. On the one hand, the proposed algorithm can
explore products similar to the customer’s previous interests, according to his/her browsing record.
On the other hand, it can tap new requirements and interest points for the customer by fusing similar
customers. In addition, we find that the consumer discovery accuracies of the five algorithms to old
customers are not very different. However, with new customers, the different consumer discovery
accuracies have a greater effect. Therefore, the recommendation system should be combined with a
customer relationship management system in the future research.

4.4. The Recommendation Recall

The recommendation recall is defined as the proportion of products selected by the customer to the
total number of products recommended to the customer. In this comparative experiment, the situation
is the same as that of Section 4.3. The differences of the experimental results are not obvious due to
the limit of the number of subjects. This problem may reduce the experimental validity, so we further
expanded the number of experimental subjects. The total number of customers increased from 200 to
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500. Among them, the proportion of all types of consumers remained unchanged. The experimental
results are shown in Table 7 and Figure 6.

Table 7. The recommendation recall of each algorithm.

Algorithm
Number of Customers

50 100 150 200 250 300 350 400 450 500

proposed algorithm 18% 26% 35% 41% 45% 48% 45% 43% 41% 39%
association rules 17% 24% 33% 39% 41% 45% 42% 38% 34% 29%
item-based CF 17% 22% 30% 35% 39% 42% 40% 35% 31% 25%

CBF 17% 22% 29% 35% 38% 42% 39% 35% 31% 25%
user-based CF 16% 21% 29% 34% 38% 42% 39% 34% 30% 24%
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As Figure 6 shows, the recommendation recall rate of the five algorithms tends to be stable
with the richness of customers and resources. Moreover, due to the stability of customers’ needs,
the recommendation recall begins to decline. However, the proposed algorithm has more advantages in
the recommendation recall criterion, and maintains a high recall for a long time. This is due to the fact
that consumer demand is always changing, while with traditional recommendation systems it is hard to
recommend something new [9,10]. The proposed method combines a hybrid algorithm and interactive
assignment together, achieves high performance and accuracy, and alleviates the cold-start problems
in recommendation systems to some extent. The results demonstrate that consumers can enjoy the
convenient and high-quality service produced by the recommendation system using the proposed
algorithm. A good recommendation system not only helps consumers to find useful information,
but also helps retailers to show the products of interest to consumers, providing both consumers and
retailers with a win-win situation.

4.5. The Recommendation Speed

We define the recommendation speed as the time from data input to the recommended products’
output. Experimental comparison of the proposed method and the other four methods follows.
The experiment shows that the time consumed in the proposed method is more than the other
four methods, and the difference increases more and more as the number of consumers increases.
The recommendation speeds of the five algorithms are shown in Table 8 and Figure 7.
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Table 8. Comparison experiment of the recommendation speed according to the number of customers.

Customers Proposed Algorithm (s) CBF (s) Association Rules (s) Item-Based CF (s) User-Based CF (s)

50 0.33 0.28 0.29 0.29 0.31
100 0.81 0.49 0.49 0.51 0.54
150 1.23 0.71 0.78 0.79 0.81
200 1.78 0.99 1.02 1.04 1.18
300 2.45 1.48 1.51 1.54 1.64
350 2.79 1.76 1.81 1.85 1.96
400 3.21 2.01 2.04 2.16 2.23
450 3.78 2.21 2.47 2.56 2.67
500 4.44 2.52 2.81 2.94 2.99
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The above experiment compares the time consumed by the proposed algorithm and the other
four algorithms by expanding the consumer number. Experiments show that the time consumed in the
proposed algorithm is more than that in other algorithms, and the difference increases more and more
as the number of customers increases. Thus, the proposed algorithm cannot improve the speed of
recommendation. This is because the proposed algorithm needs to constantly interact with consumers
to change the weight of each recommendation algorithm, taking more time.

5. Conclusions and Discussion

The recommendation system is an important tool to offer personalized service.
Current recommendation systems rarely use interactive methods to dynamically change the
weights of recommendation algorithms, so as to achieve accurate recommendation. We argue that
a truly successful recommendation system should be based on a personalized recommendation
algorithm, to form a long-term stable relationship with consumers. The main contributions of
this research are twofold. Firstly, we should pay attention to the fact that it is sometimes hard for
consumers to express their preferences. Consumers need to interact with the system and evaluate the
recommendation products given by the system. Then, the system runs repeated cycles of interactive
recommendations to ensure the accuracy of recommendations in data mining. Accuracy is very
important for the recommended products. Accurate recommendations can not only improve customer
satisfaction, but also improve corporate sales. Thus, online retailers are advised to provide these
recommendations to increase sales. Retailers should pay attention to customer feedback behavior
through the interactive interface, so as to guide and cultivate consumption.

Secondly, to achieve accurate recommendations, we propose a more effective model using a
combination of recommendation algorithms in data mining. The hybrid recommendation method
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complements the advantages of the existing recommendation algorithms, obtains original results with
each algorithm, and then establishes the weights according to the interactive result with consumers.
Finally, the synthetic formula of evidence theory is used to fuse the original results to obtain the
final recommendations. Meanwhile, our study also offers important implications for e-commerce
platform providers regarding the design of product-recommendation systems. E-commerce platform
operators could redesign the recommendation algorithm of recommendation systems based on the
above insights, to select more-appropriate products to recommend.

Although this study has highlighted several notable results and contributions, certain limitations
also need to be recognized. On the one hand, based on the experimental results of Section 4.5,
we find that the proposed algorithm has no advantage in the recommendation speed, being more
time-consuming than the other ones. Therefore, we intend to improve the speed of recommendation in
future research. On the other hand, we chose only four algorithms as the basis of the hybrid algorithm,
and we can add more recommendation algorithms in future research.
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