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Abstract: The rationalization of logistics activities and processes is very important in the business
and efficiency of every company. In this respect, transportation as a subsystem of logistics, whether
internal or external, is potentially a huge area for achieving significant savings. In this paper,
the emphasis is placed upon the internal transport logistics of a paper manufacturing company.
It is necessary to rationalize the movement of vehicles in the company’s internal transport, that is,
for the majority of the transport to be transferred to rail transport, because the company already
has an industrial track installed in its premises. To do this, it is necessary to purchase at least two
used wagons. The problem is formulated as a multi-criteria decision model with eight criteria
and eight alternatives. The paper presents a new approach based on a combination of the Simple
Additive Weighting (SAW) method and rough numbers, which is used for ranking the potential
solutions and selecting the most suitable one. The rough Best–Worst Method (BWM) was used
to determine the weight values of the criteria. The results obtained using a combination of these
two methods in their rough form were verified by means of a sensitivity analysis consisting of a
change in the weight criteria and comparison with the following methods in their conventional
and rough forms: the Analytic Hierarchy Process (AHP), Technique for Ordering Preference by
Similarity to Ideal Solution (TOPSIS) and MultiAttributive Border Approximation area Comparison
(MABAC). The results show very high stability of the model and ranks that are the same or similar in
different scenarios.

Keywords: internal transport; rough Best–Worst Method (BWM); rough Simple Additive Weighting
(SAW); logistics; railway wagon

1. Introduction

In the past decade, companies have recognized the significance of logistics for their complete
system, as well as its outstanding importance in the global environment, as confirmed by Koskinen
and Hilmola [1], in which the rationalization of basic logistics subsystems plays a key role. Transport is
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the most expensive logistics subsystem; that is, it causes the highest percentage of logistics costs. These
costs are kept to a daily minimum, especially in large companies that have a large amount of transport
movements on a daily basis. The research carried out in this paper relates to a paper manufacturing
company, which is the largest company in its region and in its field, both from the aspect of the level of
production, and in its efficiency of operations. However, by monitoring all of its logistics subsystems
for a number of months, certain shortcomings were observed, as well as possibilities for making
savings. In addition to the warehouse system of the company that currently represents one of the
problems due to insufficient space for storing finished products, the internal transport is dominated by
a certain amount of irrational movements of vehicles. To bring the logistics systems into a state of high
rational functioning, a project was carried out to centralize the warehouse system that opens up new
opportunities. As part of the project, since the company has railway infrastructure, it is necessary to
redirect almost all of the internal transport to railway traffic, because it is well known that rail transport
is cheaper than road transport. To achieve this, it is necessary to purchase at least two wagons that
would meet the needs of internal transport. The paper defines a model of multi-criteria decision
making consisting of eight wagons that represent the alternatives and eight criteria for their selection.
In addition, a heterogeneous team of experts was formed to evaluate the elements of this model.

This paper has several objectives. The first objective is to improve the methodology for dealing
with imprecision in the field of multi-criteria decision making by presenting the new Rough SAW
algorithm. The second goal of this paper is to affirm the idea of rough numbers (RN) through a detailed
presentation of the arithmetic operations with RN that are characteristic for multi-criteria decision
making. Finally, the third goal of this paper is to bridge the gap in the methodology for evaluating
the elements of internal transport, i.e., railway wagons, through a new approach to dealing with
imprecision based on RN.

In addition to the introduction and conclusion, the paper has four sections (Sections 2–5). Section 2
gives a literature review with an emphasis on the SAW method, while Section 3 is a description of the
method used. The basic assumptions are given concerning rough numbers and the detailed algorithm
is presented for the rough BWM and novel rough SAW methods. This section also presents a new
linguistic scale for evaluating alternatives, depending on the type of criteria. Section 4 presents the
selection of a wagon in the paper manufacturing company using the new rough SAW method. Section 5
is a sensitivity analysis that checks the stability of the model and the results obtained.

2. Literature Review

Multi-criteria decision making has wide application in all areas, and, when it comes to logistics,
its transport subsystem is often used to select the type of transport [2,3]. A study on the evaluation
and selection of sustainable transport means has been carried out [4] as well as the evaluation of
transport systems in Brazil [5], the prioritization of the investments in transport infrastructure [6] and
the selection of logistics providers [7,8], while, in another study [9], the evaluation of city logistics
scenarios was carried out. The systematization of methods belonging to the field of multi-criteria
decision making that are applied in the field of transport systems was carried out by Mardani et al. [10]
in which the authors conclude that these methods are adequate and offer significant help when making
decisions in the area of transportation. Turskis and Zavadskas [11] presented a new multi-criteria
model in order to select a location for a logistics center, which is a commonly considered problem
using multi-criteria methods [12,13]. Logistics systems are extremely important for the functioning of
the complete supply chain, so almost every day the evaluation and selection of suppliers is carried
out [8,14,15] and this is one of the most important steps in optimizing logistics systems.

The literature related to the application of different models of multi-criteria decision making
considers two basic approaches: (1) multi-attribute decision making; and (2) multi-objective decision
making. In each of these two approaches, there are a number of methods whose differences are
primarily seen in different mathematical algorithms [16]. In addition to the difference in mathematical
procedures, Pohekar and Ramachandran [16] point out that multi-criteria models can also be classified
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as deterministic, stochastic or fuzzy models. Clarsson and Fuller [17] presented the categorization of
multi-criteria models by means of four basic units. One of the categorizations is value and utility theory
approaches, which includes the application of models to determine the relative significance of the
optimization criteria and the alternatives. Within this category, most of the methods rely on the weight
values of the optimization criteria, and the basic representatives are: Simple Additive Weighting (SAW),
Analytic Hierarchy Process (AHP), fuzzy conjuctive/disjunctive methods, fuzzy outranking methods
and max-min methods. Of these methods, alongside the AHP method, the SAW method has had
the most common modifications and the widest application in solving multi-criteria models [16,18].
The SAW method is still also well-known as the weighted linear combination or scoring method.
Many authors decide to apply this simple mathematical apparatus to solve various multi-criteria
problems [19–22]. In the literature, in addition to the traditional SAW method, its modifications based
on fuzzy theory are also well-known [23–27].

Shameli et al. [20] presented the application of the traditional (crisp) SAW method for solving a
practical model for information security risk assessment. In addition to the traditional SAW method,
Shameli et al. [20] used the TOPSIS model and the fuzzy modification of the SAW method to compare
the results obtained. Afshari et al. [28] used the traditional SAW model to solve the personnel selection
problem in Iran. Deni et al. [24] used the fuzzy SAW (FSAW) model to select high achieving students at
the faculty level. Gupta and Gupta [25] used the SAW model to analyze the existing system of vendor
rating. Azzizollah et al. [29] applied the fuzzy Delphi method to the collection of expert opinions when
selecting suitable maintenance strategies. In that study, the optimal maintenance strategy was proposed
by applying the crisp SAW model. Chen [30] modified the SAW algorithm by applying interval-valued
fuzzy (IVF) sets. The SAW method was also used to evaluate the efficiency of diesel locomotives [31],
while Jakimavičius and Burinskiene [32] used it to evaluate development scenarios based on modeling
transport systems. Because of its simple and reliable algorithm, the SAW method has found application
in solving various problems, such as: selecting the optimal maintenance strategy [26], selecting
locations [33,34], the machine tool selection problem [35], personnel selection [28,36], and comparative
analysis without application [23,30].

This overview shows that the literature is familiar with the crisp SAW, FSAW and IVF SAW
algorithms. Bearing in mind that the SAW method falls into the category of methods that have
found the widest application in solving multi-criteria models [16,18], further development of the
SAW method through the application of other uncertainty approaches is justified. To achieve the
greatest objectivity in deciding and appreciating uncertainty in decision making, numerous uncertainty
approaches have been developed in the field of multi-criteria decision making: fuzzy theory [37],
rough theory [38,39], grey theory [40,41], Z numbers [42,43], etc. Today, in addition to fuzzy theory,
the most commonly used theory for dealing with imprecision in the decision-making process is rough
theory, that is, rough numbers [44–47]. Having in mind all the advantages of using rough theory [38,39]
in the decision-making process, the authors have decided in this paper to show the modification of the
SAW algorithm and BWM using rough numbers (RBWM-SAW), which is an original contribution.

3. Methods

3.1. Operations with Rough Numbers

In rough set theory, any vague idea can be represented as a couple of exact concepts based on the
lower and upper approximations. This is shown in Figure 1.
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Figure 1. Elementary concept of rough set theory.

Suppose U is the universe which contains all the objects, Y is an arbitrary object of U, R is a set
of t classes {G1, G2, . . . , Gt} that cover all the objects in U, R = {G1, G2, . . . , Gt}. If these classes are
ordered as {G1 < G2 < . . . < Gt} , then ∀Y ∈ U, Gq ∈ R, 1 ≤ q ≤ t, by R (Y) we mean the class to
which the object belongs, the lower approximation (Apr(Gq)), upper approximation (Apr(Gq)) and
boundary region (Bnd(Gq)) of class Gq are, according to [48], defined as:

Apr(Gq) = {Y ∈ U/R(Y) ≤ Gq
}

(1)

Apr(Gq) = {Y ∈ U/R(Y) ≥ Gq
}

(2)

Bnd(Gq) = {Y ∈ U/R(Y) 6= Gq
}
= {Y ∈ U/R(Y) > Gq

}
∪ {Y ∈ U/R(Y) < Gq

}
(3)

Then, Gq can be shown as rough number (RN(Gq)), which is determined by its corresponding
lower limit (Lim(Gq)) and upper limit (Lim(Gq)) where:

Lim(Gq) =
1

ML
∑
{

Y ∈ Apr(Gq)
}

R(Y) (4)

Lim(Gq) =
1

MU
∑
{

Y ∈ Apr(Gq)
}

R(Y) (5)

RN(Gq) =
[
Lim(Gq), Lim(Gq)

]
(6)

where ML, MU are the numbers of objects that contained in Apr(Gq) and Apr(Gq), respectively.
The difference between them is expressed as rough boundary interval (IRBnd(Gq)):

IRBnd(Gq) = Lim(Gq)− Lim(Gq) (7)

The operations for two rough numbers RN(α) =
[
Lim(α), Lim(α)

]
and RN(β) =[

Lim(β), Lim(β)
]

according to Zhai et al. [49] are:
Addition (+) of two rough numbers RN(α) and RN(β)

RN(α) + RN(β) =
[
Lim(α) + Lim(β), Lim(α) + Lim(β)

]
(8)

Subtraction (−) of two rough numbers RN(α) and RN(β)

RN(α)− RN(β) =
[
Lim(α)− Lim(β), Lim(α)− Lim(β)

]
(9)

Multiplication (×) of two rough numbers RN(α) and RN(β)

RN(α)× RN(β) =
[
Lim(α)× Lim(β), Lim(α)× Lim(β)

]
(10)
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Division (/) of two rough numbers RN(α) and RN(β)

RN(α)/RN(β) =
[
Lim(α)/Lim(β), Lim(α)/Lim(β)

]
(11)

Scalar multiplication of rough number RN(α), where µ is a nonzero constant

µ× RN(α) =
[
µ× Lim(α), µ× Lim(α)

]
(12)

3.2. Best–Worst Method

The BWM [50] is one of the more recent methods. Some of the advantages that cause authors
decide to use BWM are as follows: (1) in comparison with the AHP method, which until the
establishment of this method was in comparable and most commonly used to determine weight
coefficients [48], it requires a smaller number of pairwise comparisons (in the AHP method, the number
of comparisons is n(n − 1)/2, while, for the BWM, the number of comparisons is 2n − 3; (2) weight
coefficients determined using the BWM are more reliable, since comparisons in this method are made
with a higher degree of consistency compared with the AHP method; (3) with most MCDM models
(e.g., AHP), the degree of consistency checks whether the comparison of criteria is consistent or not,
while, in BWM, the degree of consistency is used to determine the level of consistency because the
outputs from BWM are always consistent; and (4) the BWM for pairwise comparison of the criteria
requires only integer values, which is not the case with other MCDM methods (e.g., AHP) which also
require fractional numbers.

To more comprehensively take into account the imprecision that appears in the group decision
making process, a modification of the Best–Worst (BWM) method was carried out using rough numbers
(RN). By using rough numbers, the need for additional information to determine the uncertainty of the
intervals of the numbers is eliminated. This maintains the quality of the existing data in group decision
making and the perceptions of the experts are expressed objectively in aggregated Best-to-Others
(BO) and Others-to-Worst (OW) vectors. Since this is a recent method [50], there are not many BWM
modifications in the literature. In the literature until now, the majority of authors have applied
the traditional (crisp) BWM algorithm [50–54] and a modification of the BW method carried out
with fuzzy numbers [55,56]. The approach presented in this chapter introduces RN, which secure a
more objective evaluation of the criteria in cases where there is imprecision in the expert decisions.
The proposed modification of BWM using RN (RBWM (the Rough Best–Worst Method)) makes it
possible to consider doubts that arise during the expert evaluation of the criteria. The RBWM makes it
possible to bridge the existing gap that exists in the BWM methodology by applying a new approach
in treating imprecision that is based on RN. The next section presents the algorithm for the RBWM
that includes the following steps:

Step 1. Determining the set of evaluation criteria. This starts from the assumption that the process
of decision making involves m experts. In this step, experts consider the set of evaluation criteria and
select the final set of criteria C = {c1, c2, . . . cn}, where n represents the total number of criteria.

Step 2. Determining the most significant (most influential) and worst (least significant) criteria.
The experts decide on the best and the worst criteria from the set of criteria C = {c1, c2, . . . cn}.
If the experts decide on two or more criteria as the best, or worst, the best and worst criteria are
selected arbitrarily.

Step 3. Determining the preferences of the most significant (most influential) criteria (B) from
set C over the remaining criteria from the defined set. Under the assumption that there are m experts
and n criteria under consideration, each expert should determine the degree of influence of the best
criterion B on the criteria j (j = 1, 2, . . . , n). This is how we obtain a comparison between the best
criterion and the other criteria. The preference of criterion B compared to the j-th criterion defined by
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the e-th expert is denoted with ae
Bj (j = 1, 2, . . . , n; 1 ≤ e ≤ m). The value of each pair ae

Bj takes a value
from the predefined scale in interval ae

Bj ∈ {1, 9}. As a result, a Best-to-Others (BO) vector is obtained:

Ae
B = (ae

B1, ae
B2, . . . , ae

Bn); 1 ≤ e ≤ m (13)

where ae
Bj represents the influence (preference) of the best criterion B over criterion j, whereby ae

BB = 1.

This is how we obtain BO matrices A1
B, A2

B, . . . , Am
B for each expert.

Step 4. Determining the preferences of the criteria from set C over the worst criterion (W) from
the defined set. Each expert should determine the degree of influence of criterion j (j = 1, 2, . . . , n)
in relation to criterion W. The preference of criterion j in relation to criterion W defined by the e-th
expert is denoted as ae

jW (j = 1, 2, . . . , n; 1 ≤ e ≤ m). The value of each pair ae
jW takes a value from the

predefined scale in interval. As a result, an Others-to-Worst (OW) vector is obtained:

Ae
W = (ae

1W , ae
2W , . . . , ae

nW); 1 ≤ e ≤ m (14)

where ae
jW represents the influence (preference) of criterion j in relation to criterion W, whereby

ae
WW = 1. This is how we obtain OW matrices A1

W , A2
W , . . . , Am

W for each expert.
Step 5. Determining the rough BO matrix for the average answers of the experts. Based on the BO

matrices of the experts’ answers Ae
B =

[
ae

Bj

]
1×mn

, we form matrices of the aggregated sequences of

experts A∗eB

A∗eB =
[

a1
B1, a2

B1, . . . , am
B1; a1

B2; a2
B2; . . . ; am

B2, . . . , a1
Bn; a2

Bn, . . . , am
Bn

]
1×mn

(15)

where ae
Bj =

{
a1

Bj, a2
Bj, . . . , am

Bn

}
represents sequences by means of which the relative significance

of criterion B is described in relation to criterion j. Using Equations (1)–(6), each sequence ae
Bj is

transformed into rough sequence RN
(

ae
Bj

)
=
[

Lim(ae
Bj), Lim(ae

Bj)
]
, where Lim(ae

Bj) represents the

lower limit and Lim(ae
Bj) represents upper limit of the rough sequence RN

(
ae

Bj

)
.

Thus, for sequence RN
(

ae
Bj

)
, we obtain a BO matrix A∗1B , A∗2B , . . . , A∗mB . By applying

Equation (16), we obtain the average rough sequence of the BO matrix:

RN(aBj) = RN(a1
Bj, . . . , ae

Bj) =
[

aL
Bj, aU

Bj

]
(16)

where aL
Bj = 1

m

m
∑

e=1
aeL

Bj and aU
Bj = 1

m

m
∑

e=1
aeU

Bj , e represents the e-th expert (e = 1, 2, . . . , m), RN
(

ae
Bj

)
represents the rough sequences. We thus obtain the averaged rough BO matrix of average responses AB,

AB = [aB1, aB2, . . . , aBn]1×n (17)

Step 6. Determining the rough OW matrix of average expert responses. Based on the WO matrices
of the expert responses Ae

W =
[

ae
jW

]
1×n

, as with the rough BO matrices, for each element ae
jW , we form

matrices of the aggregated sequences of the experts A∗eW

A∗eW =
[

a1
1W , a2

1W , . . . , am
1W ; a1

2W ; a2
2W ; . . . ; am

2W , . . . , a1
nW ; a2

nW , . . . , am
nW

]
1×mn

(18)

where ae
jW =

{
a1

jW , a2
jW , . . . , am

nW

}
represents the sequence with which the relative significance of

criterion j is described in relation to criterion W.
As in Step 5, using Equations (1)–(6), the sequences ae

jW are transformed into rough sequences

RN
(

ae
jW

)
=
[

Lim(ae
jW), Lim(ae

jW)
]
. Thus, for each rough sequence of expert e (1 ≤ e ≤ m), a rough
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BO matrix is formed. Equation (19) is used to average the rough sequences of the OW matrix of the
experts to obtain an averaged rough OW matrix.

RN(ajW) = RN(a1
jW , a2

jW , . . . , ae
jW) =


aL

jW = 1
m

m
∑

e=1
aeL

jW

aU
jW = 1

m

m
∑

e=1
aeU

jW

(19)

where e represents the e-th expert (e = 1, 2, . . . , m), RN(ajW) represents the rough sequences. Thus,
we obtain the averaged rough OW matrix of average responses AW

AW = [a1W , a2W , . . . , anW ]1×n (20)

Step 7. Calculation of the optimal rough values of the weight coefficients of the criteria
[RN(w1), RN(w2), . . . , RN(wn)] from set C. The goal is to determine the optimal value of the
evaluation criteria, which should satisfy the condition that the difference in the maximum absolute
values (21) ∣∣∣∣∣RN(wB)

RN(wj)
− RN(aBj)

∣∣∣∣∣ and
∣∣∣∣ RN(wj)

RN(wW)
− RN(wjW)

∣∣∣∣ (21)

for each value of j is minimized. To meet these conditions, the solution that satisfies the maximum

differences according to the absolute value
∣∣∣ RN(wB)

RN(wj)
− RN(aBj)

∣∣∣ and
∣∣∣ RN(wj)

RN(wW )
− RN(wjW)

∣∣∣ should be

minimized for all values of j. For all values of the interval rough weight coefficients of the criteria
RN(wj) =

[
Lim(wj), Lim(wj)

]
= [wL

j , wU
j ] the condition is met that 0 ≤ wL

j ≤ wU
j ≤ 1 for each

evaluation criterion cj ∈ C. The weight coefficient wj belongs to interval [wL
j , wU

j ], that is, wL
j ≤ wU

j for
each value j = 1, 2, . . . , n. On this basis, we can conclude that in the case of the rough values of the
weight coefficients of the criteria, the condition is met that ∑n

j=1 wL
j ≤ 1 and ∑n

j=1 wU
j ≥ 1. In this way,

the condition is met that the weight coefficients are found at interval wj ∈ [0, 1], (j = 1, 2, . . . , n) and
that ∑n

j=1 wj = 1.
The previously defined limits will be presented in the following min-max model:

minmax
j

{∣∣∣ RN(wB)
RN(wj)

− RN(aBj)
∣∣∣, ∣∣∣ RN(wj)

RN(wW )
− RN(wjW)

∣∣∣}
s.t.

∑n
j=1 wL

j ≤ 1

∑n
j=1 wU

j ≥ 1;
wL

j ≤ wU
j , ∀j = 1, 2, . . . , n

wL
j , wU

j ≥ 0, ∀j = 1, 2, . . . , n

(22)

where RN(wj) =
[
Lim(wj), Lim(wj)

]
= [wL

j , wU
j ] is the rough weight coefficient of a criterion.

Model (22) is equivalent to the following model:

minξ

s.t.

∣∣∣∣ wL
B

wU
j
− aU

Bj

∣∣∣∣ ≤ ξ;
∣∣∣∣wU

B
wL

j
− aL

Bj

∣∣∣∣ ≤ ξ;∣∣∣∣ wL
j

wU
W
− aU

jW

∣∣∣∣ ≤ ξ;
∣∣∣∣ wU

j

wL
W
− aL

jW

∣∣∣∣ ≤ ξ;

∑n
j=1 wL

j ≤ 1;

∑n
j=1 wU

j ≥ 1;
wL

j ≤ wU
j , ∀j = 1, 2, . . . , n

wL
j , wU

j ≥ 0, ∀j = 1, 2, . . . , n

(23)
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where RN(wj) = [wL
j , wU

j ] represents the optimum values of the weight coefficients, RN(wB) =

[wL
B, wU

B ] and RN(wW) = [wL
W , wU

W ] represents the weight coefficients of the best and worst criterion

respectively, while RN(ajW) =
[

aL
j , aU

j

]
and RN(aBj) =

[
aL

Bj, aU
Bj

]
, respectively, represent the values

from the average rough OW and rough BO matrices (see Equations (17) and (20)).
By solving model (23) we obtain the optimal values of the weight coefficients for the evaluation

criteria [RN(w1), RN(w2), . . . , RN(wn)] and ξ∗.
The consistency ratio is a very important indicator by means of which we check the consistency

of the pairwise comparison of the criteria in the rough BO and rough OW matrices.

Definition 1. Comparison of the criteria is consistent when condition RN(aBj)× RN(ajW) = RN(aBW) is
fulfilled for all criteria j, where RN(aBj), RN(ajW) and RN(aBW) respectively represent the preference of the
best criterion over criterion j, the preference of criterion j over the worst criterion, and the preference of the best
criterion over the worst criterion.

However, when comparing the criteria it can happen that some pairs of criteria j are not completely
consistent. Therefore, the next section defines the consistency ratio (CR), which gives us information
on the consistency of the comparison between the rough BO and rough OW matrices. To show how
the CR is determined, we start from a calculation of the minimum consistency when comparing the
criteria, which is explained in the following section.

As previously indicated, pairwise comparison of the criteria is carried out based on a predefined
scale in which the highest value is 9 or any other maximum from a scale defined by the decision
maker. The consistency of the comparison decreases when RN(aBj)× RN(ajW) is less or greater than
RN(aBW); that is, when RN(aBj)× RN(ajW) 6= RN(aBW). It is clear that the greatest inequality occurs
when RN(aBj) and RN(ajW) have the maximum values that are equal RN(aBW), which continues to
affect the value of ξ. Based on these relationships we can conclude that[

RN(wB)/RN(wj)
]
×
[
RN(wj)/RN(wW)

]
= RN(wB)/RN(wW) (24)

As the largest inequality occurs when RN(aBj) and RN(ajW) have their maximum values, then we
need to subtract the value of ξ from RN(aBj) and RN(ajW) and add RN(aBW). Thus, we obtain
Equation (25): [

RN(aBj)− ξ
]
×
[
RN(ajW)− ξ

]
= [RN(aBW) + ξ] (25)

Since for the minimum consistency RN(aBj) = RN(ajW) = RN(aBW) applies, we present
Equation (25) as

[RN(aBW)− ξ]× [RN(aBW)− ξ] = [RN(aBW) + ξ]⇒ ξ2 − [1 + 2RN(aBW)]ξ +
[

RN(aBW)2 − RN(aBW)
]
= 0 (26)

Since we are using rough numbers, and if there is no consensus between the DM on their
preferences of the best criterion over the worst criterion, then RN(aBW) will not have a crisp value but
we will use RN(aBW) =

[
aL

BW , aU
BW
]
. Since for RN the condition aL

BW ≤ aU
BW applies, we can conclude

that the preference of the best criterion over the worst cannot be greater than aU
BW . In this case, when

we use upper limit aU
BW for determining the value of CI, then all values connected with RN(aBW)

can use the CI obtained for calculating the value of CR. We can conclude this from the fact that the
consistency index, which corresponds to aU

BW , has the highest value in interval
[
aL

BW , aU
BW
]
. Based on

this conclusion, we can transform Equation (26) in the following way

ξ2 −
(

1 + 2aU
BW

)
ξ +

(
aU

BW
2 − aU

BW

)
= 0 (27)

By solving Equation (27) for the different values of aU
BW , we can determine the maximum possible

values of ξ, which is the CI for the R-BW method. Since we obtain the values of RN(aBW), i.e., aU
BW ,
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based on the aggregated decisions of the DM, and these change the RN interval, it is not possible to
predefine the values of ξ. The values of ξ depend on uncertainties in the decisions, since uncertainties
change the RN interval. As explained in the algorithm for the R-BW method, interval

[
aL

BW , aU
BW
]

changes depending on uncertainties in evaluating the criteria.
If the DM agree on their preference for the best criterion over the worst then aBW represents the

crisp value of aBW from the defined scale and then the maximum values of ξ apply for different values
of aBW ∈ {1, 2, . . . , 9}, Table 1.

Table 1. Values of the consistency index (CI).

aBW 1 2 3 4 5 6 7 8 9

CI (maxξ) 0.00 0.44 1.00 1.63 2.30 3.00 3.73 4.47 5.23

In Table 1, the values aBW are taken from the scale {1, 2, . . . , 9} which is defined in [50]. Based on
CI (Table 1), we obtain the consistency ratio (CR)

CR =
ξ∗

CI
(28)

The CR takes values from interval [0, 1], where values closer to zero show high consistency, while
the values of CR closer to one show low consistency.

3.3. Rough SAW Method

As already mentioned in the previous section, the SAW method is a simple and easily applicable
method of multi-criteria decision making. However, using only crisp numbers, it is impossible to
obtain results that treat uncertainty and objectivity in an adequate way. Therefore, this paper continues
by presenting a new approach that combines the SAW method and rough numbers. The Rough SAW
method consists of the following steps:

Step 1: Define the problem that needs to be solved, which is made up of m alternatives and
n criteria.

Step 2: Form a group of k experts, who evaluate the alternatives according to all the criteria using
the following linguistic scale shown in Table 2.

Table 2. Linguistic scale for evaluating the alternatives depending on the type of criteria.

Linguistic Scale For Criteria Max Type (Benefit Criteria) For Criteria Min Type (Cost Criteria)

Very Poor (VP) 1 9
Poor (P) 3 7

Medium (M) 5 5
Good (G) 7 3

Very Good (VG) 9 1

Table 2 shows a new linguistic scale, based on which a group of experts evaluates the alternatives,
taking into account the type of criteria (benefit or cost). In this method of solving engineering problems,
it is very important that the evaluation of potential solutions is carried out in an adequate way, therefore
implying the application of the mentioned scale. When we have criteria such as for example cost or
income that can be shown quantitatively, there will be no complications in solving the problem as long
as all criteria can be expressed quantitatively. However, this is not the case when evaluation is carried
out using a linguistic scale (qualitative criteria) and when, right at the beginning of quantifying the
criteria, there is an incorrect evaluation by experts, since the type of criteria has not been taken into
account. If this is the case, it cannot be replaced later by normalization, and the application of a new
scale is recommended.
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Step 3: Convert individual matrices into a group rough matrix. It is necessary to transform each
individual matrix of experts k1, k2, . . . , kn into a rough group matrix using Equations (1)–(6):

RGN =


[
xL

11, xU
11
][

xL
21, xU

21
]

...[
xL

m1, xU
m1
]

[
xL

12, xU
12
][

xL
22, xU

22
]

...[
xL

m2, xU
m2
]
· · ·
· · ·
. . .
· · ·

[
xL

1n, xU
1n
][

xL
2n, xU

2n
]

...[
xL

mn, xU
mn
]

 (29)

Step 4: Normalize the group matrix using Equations (30) and (31):

rij =

[
xL

ij; xU
ij

]
max

[
x+L

ij ; x+U
ij

] f or C1,C2, . . . , CnεB (30)

[
xL

ij; xU
ij

]
denotes the values of the alternatives according to criteria from the initial rough

group matrix, while max
[

x+L
ij ; x+U

ij

]
denotes maximum value of criterion if criterion belongs a set of

benefit criteria.

rij =
min

[
x−L

ij ; x−U
ij

]
[

xL
ij; xU

ij

] f or C1,C2, . . . , CnεC (31)

[
xL

ij; xU
ij

]
denotes the values of the alternatives according to criteria from the initial rough group

matrix, while min
[

x−L
ij ; x−U

ij

]
denotes minimal value of criterion if criterion belongs a set of cost criteria.

The values are marked with “+” and “−” to make it easier to recognize those which belong to
different types of criteria.

The previously written equations can be more simply expressed as:

rij =

[
xL

ij

x+U
ij

;
xU

ij

x+L
ij

]
f or C1,C2, . . . , CnεB (32)

rij =

[
x−L

ij

xU
ij

;
x−U

ij

xL
ij

]
f or C1,C2, . . . , CnεC (33)

Then, a normalized matrix is obtained:

Rn =


[
rL

11, rU
11
][

rL
21, rU

21
]

...[
rL

m1, rU
m1
]

[
rL

12, rU
12
][

rL
22, rU

22
]

...[
rL

m2, rU
m2
]
· · ·
· · ·
. . .
· · ·

[
rL

1n, rU
1n
][

rL
2n, rU

2n
]

...[
rL

mn, rU
mn
]

 (34)

rij from matrix Rn denotes normalized values obtained using Equations (30) and (31)
Step 5: Weight the normalized matrix:

Vn =
[
vL

ij; vU
ij

]
mxn

vL
ij = wL

J × rL
ij, i = 1, 2, . . . m, j

vU
ij = wU

J × rU
ij , i = 1, 2, . . . m, j

(35)

where wj
L is the lower limit, and wj

U is the upper limit of the weights of the criteria, expressed as
rough numbers obtained using rough AHP or rough BWM as is the case in this paper.



Symmetry 2017, 9, 264 11 of 25

Step 6: Sum all of the values of the alternatives obtained (summing by rows):

S =
[
sL

ij; sU
ij

]
(36)

Step 7: Rank the alternatives in descending order; that is, the highest value is the best alternative.
To rank the potential solutions more easily, the rough number can be converted into a crisp number
using the average value.

4. Case Study

The company in which the research was carried out to select wagon for its internal transport is
classified as a large company, since it has over 1000 workers and is an enormous elaborate complex
that spreads over approximately 1,000,000 m2. As already stated at the beginning of the paper, it is a
manufacturing company in which the logistics subsystem and processes are its dominant activities,
starting from the procurement of raw materials for the manufacture of paper, through the production
process, transport and storage to the dispatch of finished products to end users. The company
continuously works in three shifts, thus it achieves a large volume of production on a daily basis and
sells its finished products worldwide to more than forty countries. This is also evidenced by the fact
that it is currently fifth in its total amount of exports for the entire territory of Bosnia and Herzegovina.
At the beginning of 2017, a centralization project for the warehouse system of the company was carried
out, which could greatly contribute to achieving significant savings on an annual basis and which
recommends changes in its internal transport. Since there are five production machines spatially
located close to the proposed central warehouse, it is necessary to deliver the finished products to
it in an optimal manner with, of course, the lowest possible costs. To achieve this, it is necessary to
perform a complete rationalization of the movement of vehicles within the logistics subsystem of
internal transport. Currently, most of the internal transport is carried out by means of road transport
which burdens the company’s logistics system with unnecessary costs. Most of this transport should
be carried out by rail, since the company already has railway infrastructure installed as shown in
Figure 2.Symmetry 2017, 9, 264 12 of 25 
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Currently, one small part of the internal transport is carried out in this way, for which the company
uses one series S wagon (special open type flat wagon) which has been adapted to obtain a closed rail
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wagon. As a towing vehicle for this wagon, the company uses the loco tractor shown in Figure 3 which
is the property of the company.
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Figure 3. Loco tractor for carrying out internal transport.

In order for the company to achieve the anticipated savings and to rationalize the movement of
transport vehicles, it is necessary to purchase at least two second-hand wagons for the undisturbed
running of the majority of the internal transport by rail network. To this end, a heterogeneous expert
team was formed consisting of managers in the logistics subsystem of the company, two experts
from the Ministry of Transport and Communication and long-time professors in the field of railway
transport and logistics from Serbia and Bosnia and Herzegovina. The expert team, whose members
were familiar with the situation in the company and its current needs and requirements, performed
the first assessment of the criteria shown in Table 3 based on nine point scale.

Table 3. The criteria defined for the selection of the wagon.

Criteria Characteristics and Meaning of the Criteria

C1 Price of the wagon The price of the second-hand wagon is the value expressed in monetary units

C2 Maintenance conditions
The maintenance conditions include the ease of maintaining the wagon, the
possibility of personal maintenance, and the cost of maintaining the wagon,
etc.

C3 Exploitation time Since the wagons are second-hand, their age and the time they spent in use
can play a role in their selection.

C4 Load capacity Load capacity (bearing capacity) is a value expressed in tons i.e., the total
mass that it is possible to place inside the wagon.

C5
Manipulative
convenience

Manipulative convenience covers the ease of maneuverability by means of
loading vehicles, in this case forklifts, and the possibility or impossibility of a
forklift completely entering a wagon.

C6 Time of last revision This is the time passed since the last regular inspection of the wagon.

C7
State of the bandages and
flanges of the wheels

This is the quality and amount of wear and tear on the bandages and flanges
of the wheels.

C8 Ecological factor
The ecological factor includes the influence of the wagon on the environment,
for example, noise produced by a wagon that can affect the psycho-physical
condition of employees.
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To implement the RBWM algorithm, the experts determined the best (B) and the worst (W)
criterion by consensus. On this basis, the experts determined the BO vectors (15) in which the
advantage of B criterion over other criteria from the defined set was considered.

A∗B =



2 2 2 2 2 2 3
2 3 3 2 2 3 3
6 5 6 5 5 6 5
1 1 1 1 1 1 1
5 4 5 5 4 4 5
6 7 6 7 7 6 6
7 8 8 8 7 8 7
8 9 9 9 8 9 8


After defining the BO vector, the experts determined the OW vectors (18) in which the advantage

of the remaining criteria over W criterion was defined from the defined set.

A∗B =



8 8 8 8 8 7 8
7 7 6 7 7 7 6
5 4 5 5 4 4 5
8 9 9 9 9 9 8
6 6 6 5 5 6 6
3 3 3 2 2 3 3
3 2 3 2 2 2 3
1 1 1 1 1 1 1


Evaluation of the criteria was carried out using the scale ae

Bj, ae
jW ∈ {1, 9}, where 1 indicates in

significant domination, while 9 signifies exceptional domination. The expert comparisons through the
BO and OW vectors are shown in Table 4.

Table 4. BO and OW vectors of the expert assessments.

BO OW

Criteria E1 E2 E3 E4 E5 E6 E7 E1 E2 E3 E4 E5 E6 E7

C1 2 2 2 2 2 2 3 8 8 8 8 7 8 8
C2 2 3 3 2 2 3 3 7 7 6 7 7 7 6
C3 6 5 6 5 5 6 5 5 4 5 5 4 4 5
C4 1 1 1 1 1 1 1 8 9 9 9 9 9 8
C5 5 4 5 5 4 4 5 6 6 6 5 5 6 6
C6 6 7 6 7 7 6 6 3 3 3 2 2 3 3
C7 7 8 8 8 7 8 7 3 2 3 2 2 2 3
C8 8 9 9 9 8 9 8 1 1 1 1 1 1 1

Using Equations (1)–(6), the crisp expert evaluation shown in the BO and OW vectors were
transformed into rough numbers (Table 5).
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Table 5. Rough BO and OW vectors of the expert assessments.

BO

Criteria E1 E2 E3 E4 E5 E6 E7

C1 [2, 2.1] [2, 2.2] [2, 2.2] [2, 2.2] [2, 2.2] [2, 2.2] [2.2, 3]
C2 [2, 2.6] [2.6, 3] [2.5, 3] [2, 2.5] [2, 2.5] [2.5, 3] [2.4, 3]
C3 [5.4, 6] [5, 5.3] [5.4, 6] [5, 5.3] [5, 5.3] [5.3, 6] [5, 5.2]
C4 [1, 1] [1, 1] [1, 1] [1, 1] [1, 1] [1, 1] [1, 1]
C5 [4.6, 5] [4, 4.5] [4.6, 5] [4.4, 5] [4, 4.4] [4, 4.4] [4.4, 5]
C6 [6, 6.4] [6.5, 7] [6, 6.4] [6.4, 7] [6.3, 7] [6, 6.2] [6, 6.2]
C7 [7, 7.6] [7.6, 8] [7.5, 8] [7.5, 8] [7, 7.4] [7.5, 8] [7, 7.3]
C8 [8, 8.6] [8.6, 9] [8.5, 9] [8.5, 9] [8, 8.4] [8.5, 9] [8, 8.3]

OW

Criteria E1 E2 E3 E4 E5 E6 E7

C1 [7.9, 8] [7.8, 8] [7.8, 8] [7.8, 8] [7, 7.8] [7.9, 8] [7.7, 8]
C2 [6.7, 7] [6.7, 7] [6, 6.6] [6.7, 7] [6.6, 7] [6.5, 7] [6, 6.5]
C3 [4.6, 5] [4, 4.5] [4.6, 5] [4.4, 5] [4, 4.4] [4, 4.4] [4.4, 5]
C4 [8, 8.7] [8.8, 9] [8.7, 9] [8.6, 9] [8.6, 9] [8.5, 9] [8, 8.5]
C5 [5.7, 6] [5.7, 6] [5.6, 6] [5, 5.6] [5, 5.7] [5.7, 6] [5.5, 6]
C6 [2.7, 3] [2.7, 3] [2.6, 3] [2, 2.6] [2, 2.7] [2.7, 3] [2.5, 3]
C7 [2.4, 3] [2, 2.3] [2.4, 3] [2, 2.3] [2, 2.3] [2, 2.3] [2.3, 3]
C8 [1, 1] [1, 1] [1, 1] [1, 1] [1, 1] [1, 1] [1, 1]

After transformation of the crisp values into RN, using Equations (16) and (19), the rough BO and
OW expert matrices were transformed into aggregated RBO vectors (12)

AB = [[2.02, 2.28]; [2.3, 2.79]; [5.17, 5.59]; [1, 1]; [4.29, 4.76]; [6.17, 6.6]; [7.3, 7.75]; [8.3, 8.75]]

and ROW vectors (20), Table 6.

AW = [[7.7, 7.97]; [6.46, 6.87]; [4.29, 4.76]; [8.47, 8.89]; [5.46, 5.89]; [2.46, 2.89]; [2.17, 2.61]; [1, 1]]

Table 6. Aggregated RBO and ROW vectors.

Best: C4 RN Worst: C8 RN

C1 [2.02, 2.28] C1 [7.70, 7.97]
C2 [2.30, 2.79] C2 [6.46, 6.87]
C3 [5.17, 5.59] C3 [4.29, 4.76]
C5 [4.29, 4.76] C4 [8.47, 8.89]
C6 [6.17, 6.60] C5 [5.46, 5.89]
C7 [7.30, 7.75] C6 [2.46, 2.89]
C8 [8.30, 8.75] C7 [2.17, 2.61]

Based on the RBO and ROW vectors, the optimal values of the rough weight coefficients of the
criteria were calculated. Based on data from Table 6 and Equation (23), a nonlinearly constrained
optimization problem was formed, which is represented by specific numbers.
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minξ

s.t.

∣∣∣∣ wL
B

wU
1
− 2.28

∣∣∣∣ ≤ ξ;
∣∣∣∣ wL

B
wU

2
− 2.79

∣∣∣∣ ≤ ξ;
∣∣∣∣ wL

B
wU

3
− 5.59

∣∣∣∣ ≤ ξ;
∣∣∣∣ wL

B
wU

5
− 6.6

∣∣∣∣ ≤ ξ;∣∣∣∣ wL
B

wU
6
− 7.75

∣∣∣∣ ≤ ξ;
∣∣∣∣ wL

B
wU

7
− 7.75

∣∣∣∣ ≤ ξ;
∣∣∣∣ wL

B
wU

8
− 8.75

∣∣∣∣ ≤ ξ;
∣∣∣∣wU

B
wL

1
− 2.02

∣∣∣∣ ≤ ξ;∣∣∣∣wU
B

wL
2
− 2.3

∣∣∣∣ ≤ ξ;
∣∣∣∣wU

B
wL

3
− 5.17

∣∣∣∣ ≤ ξ;
∣∣∣∣wU

B
wL

5
− 4.29

∣∣∣∣ ≤ ξ;
∣∣∣∣wU

B
wL

6
− 6.17

∣∣∣∣ ≤ ξ;∣∣∣∣wU
B

wL
7
− 7.3

∣∣∣∣ ≤ ξ;
∣∣∣∣wU

B
wL

8
− 8.3

∣∣∣∣ ≤ ξ;
∣∣∣∣ wL

1
wU

W
− 7.7

∣∣∣∣ ≤ ξ;
∣∣∣∣ wL

2
wU

W
− 6.46

∣∣∣∣ ≤ ξ;∣∣∣∣ wL
3

wU
W
− 4.29

∣∣∣∣ ≤ ξ;
∣∣∣∣ wL

4
wU

W
− 8.47

∣∣∣∣ ≤ ξ;
∣∣∣∣ wL

5
wU

W
− 5.46

∣∣∣∣ ≤ ξ;
∣∣∣∣ wL

6
wU

W
− 2.46

∣∣∣∣ ≤ ξ;∣∣∣∣ wL
7

wU
W
− 2.17

∣∣∣∣ ≤ ξ;
∣∣∣∣ wU

1
wL

W
− 7.97

∣∣∣∣ ≤ ξ;
∣∣∣∣ wU

2
wL

W
− 6.87

∣∣∣∣ ≤ ξ;
∣∣∣∣ wU

3
wL

W
− 4.76

∣∣∣∣ ≤ ξ;∣∣∣∣ wU
4

wL
W
− 8.89

∣∣∣∣ ≤ ξ;
∣∣∣∣ wU

5
wL

W
− 5.89

∣∣∣∣ ≤ ξ;
∣∣∣∣ wU

6
wL

W
− 2.89

∣∣∣∣ ≤ ξ;
∣∣∣∣ wU

7
wL

W
− 2.61

∣∣∣∣ ≤ ξ;

∑8
j=1 wL

j ≤ 1; ∑8
j=1 wU

j ≥ 1;
wL

j ≤ wU
j , ∀j = 1, 2, . . . , 8

wL
j , wU

j ≥ 0, ∀j = 1, 2, . . . , 8

By solving the model presented, the optimal values of the rough weight coefficients of the criteria
were obtained.

RN(w1) = [0.1708, 0.1780],
RN(w2) = [0.1864, 0.1900],
RN(w3) = [0.0942, 0.0987],
RN(w4) = [0.2358, 0.2391],
RN(w5) = [0.1191, 0.1202],
RN(w6) = [0.0632, 0.0811],
RN(w7) = [0.0527, 0.0554],
RN(w8) = [0.0431, 0.0473].

By analyzing the rough weight coefficients of the optimality criteria, we see that the conditions
∑n

j=1 wL
j ≤ 1 and ∑n

j=1 wU
j ≥ 1 are satisfied, since ∑8

j=1 wL
j = 0.9654 ≤ 1 and ∑8

j=1 wU
j = 1.0098 ≥ 1.

In addition, the condition 0 ≤ wL
j ≤ wU

j ≤ 1 is also satisfied; that is, the general condition is satisfied
that the values of the weight coefficients of the criteria are found in the interval wj ∈ [0, 1], (j = 1,2,. . . ,8).

By solving model Equation (23), the value of ξ∗ is obtained which is ξ∗ = 0.945412. The value of
ξ∗ is used to determine the consistency ratio (Equation (28)). Since we obtain the value of aBW that
is aU

BW based on the aggregated decisions of the experts, it is not possible in advance to define the
consistency index ξ. Rezaei [50] defined the values of the consistency index (ξ) for crisp BWM. Since
this is about RBWM, using Equation (27) for the value aU

BW = 8.89 the value was defined for the CI
(maxξ) = 5.1406 and the value CR = 0.183911 was obtained. Based on [50], the value obtained for the
CR was considered satisfactory.

According to the weights obtained for the criteria, load capacity is the most important criterion for
selecting a wagon, while the next most important are maintenance conditions and price of the wagon.
Load capacity is an important factor in the field of rail transport, because by selecting suitable wagons
from the aspect of capacity, costs are reduced and transport capacity is increased [57]. After obtaining
the weight values of the criteria, the expert team carried out the evaluation of the alternatives (Figure 4)
based on the defined linguistic scale (Table 2) in the second step of the Rough SAW method. Evaluation
of the alternatives is shown in Table 7.
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Table 7. Assessment of the alternatives according to the criteria using the linguistic scale.

E1 E2

C1 C2 C3 C4 C5 C6 C7 C8 C1 C2 C3 C4 C5 C6 C7 C8
A1 VG G VP P VP P M P VG VG P P VG P M VG
A2 G G VP G P P M M G G M VG G M M G
A3 P M M G G M G M VP P VG G M G G M
A4 G M M P G M VG M P P VG P M G G M
A5 VP M G VG G G VG M VP P VG VG M G VG M
A6 P P G G M M P P P M G G M G P M
A7 P G G G G G P M M P G G M G P M
A8 P G VG VG G G P M P P VG VG M VG P M

E3 E4

C1 C2 C3 C4 C5 C6 C7 C8 C1 C2 C3 C4 C5 C6 C7 C8
A1 VG P VP VG VP P P VP G M VP P P P P VP
A2 G P VP M P P M P VG M P M M P VP VP
A3 G M P P G M M P M G P M M P P P
A4 M M P VG M M P P G G M P M P P P
A5 M M M M VG G M M M P M G G VP P M
A6 P P M P P G P P M M M M P P P M
A7 M G M P G G M M G M G M G P P G
A8 M G G G G G G M M G G G G P M G

E5 E6

C1 C2 C3 C4 C5 C6 C7 C8 C1 C2 C3 C4 C5 C6 C7 C8
A1 VG G VP VP P P M G G M VP P VP M P M
A2 G G VP G M M M VG G M VP G VP M M M
A3 P M M M VG G G VG M M P G VG M M G
A4 M M M VP VG G VG VG G M P P G M P M
A5 VP M VG VG VG VG VG VG M M P VG VG M M G
A6 P P G G G G P G M M P G VP M P M
A7 P G VG G VG VG P VG M M M VG VG M M VG
A8 P M VG VG VG VG P VG P M M VG VP M G G

The Gbs-z is a two-axle closed wagon intended for the transport of different cargos that can be
packaged or not. It is suitable for the transport of cargos subject to different atmospheric influences.
Its capacity is 26 t. The Gas-z is a multi-purpose four-axle wagon designed for the transport of cargos
that need to be protected against atmospheric influences. The important characteristic of this wagon is
the limited capacity for manipulation in its interior only with a hand forklift. It is possible to adapt
the doors to enable the use of other forklifts. Its load capacity is 57.5 t. The Habis is a four-axle closed
wagon for the transport of cargos affected by different atmospheric influences. When the side sliding
door opens, access to the loading area is gained at full height and up to half its length. This makes it
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possible to load goods mechanically more easily using forklifts. The load capacity is 50.7 t. The Hbis-z
is a two-axle closed wagon suitable for the transport of cargos that are subject to different atmospheric
influences. Similar to the previous wagon, access is gained to the loading area by means of a side
sliding door. Its load capacity is 25 t. The Habbinss-z is a four-axle wagon with movable aluminum
doors, two on each side, which makes it easier to manipulate the goods. It is used for transporting
individual units and palletized goods that are subject to atmospheric influences. Its load capacity is 62 t.
The Hrrs-z is a four-axle wagon obtained by connecting two wagons from the Gbs-z series. The wagon
has two loading spaces with the same dimensions as the wagons in the Gbs-z series. It is built from
an aluminum profile and it has two-part sliding side which are built in on each side and which make
it possible for the doors to move freely along their guides on the wagon. It has the same function
as the wagon from series G, but, because of its large volume, it is very suitable for the transport of
bulky cargos. Its load capacity is 52 t. The wagon from series Rils-z is a four-axle flat wagon primarily
intended for the transport of goods that must be protected against atmospheric influences. Its load
capacity is 53 t. The wagon from the series Shimmns-z je is intended for transporting sheet metal
plates that are loaded in a horizontal position and must be protected against atmospheric influences.
It has built-in protective tarpaulin on wheeled carriers, by means of which the wagon is closed, sealing
the tarpaulin on the front of the wagon. When the tarpaulin is opened, it releases two-thirds of the
wagon-length for loading. Its load capacity is 68 t.

After evaluation of the alternatives by the expert team and converting the linguistic values into
numerical ones, it was necessary to convert the individual matrices of each of the experts into a group
matrix by applying Equations (1)–(6). An example of calculating the elements of the group matrix is
presented in Table 8:

x̃25 = {3, 7, 3, 5, 5, 1}

Lim(1) = 1, Lim(1) =
1
6
(3 + 7 + 3 + 5 + 5 + 1) = 4

Lim(3) =
1
3
(3 + 3 + 1) = 2.33, Lim(3) =

1
5
(3 + 7 + 3 + 5 + 5) = 4.6

Lim(5) =
1
5
(3 + 3 + 5 + 5 + 1) = 3.4, Lim(5) =

1
3
(7 + 5 + 5) = 5.67

Lim(7) =
1
6
(3 + 7 + 3 + 5 + 5 + 1) = 4, Lim(7) = 7

RN(x1
25) = RN(x3

25) = [2.33, 4.6]; RN(x2
25) = [4, 7]; RN(x4

25) = RN(x5
25) = [3.4, 5.67]; RN(x6

25) = [1, 4]

xL
25 =

x1
25 + x2

25 + xs
25 + x4

25 + x5
25 + x6

25
S

=
2.33 + 4 + 2.33 + 3.4 + 3.4 + 1

6
= 2.74

xU
25 =

x1
25 + x2

25 + xs
25 + x4

25 + x5
25 + x6

25
S

=
4.6 + 7 + 4.6 + 5.67 + 5.67 + 4

3
= 5.26

Table 8. Group rough matrix.

A1 A2 A3 A4 A5 A6 A7 A8

C1 [1.22, 2.11] [2.39, 2.95] [4.74, 7.26] [3.49, 5.22] [6, 8] [5.89, 6.78] [4.53, 6.12] [5.89, 6.78]
C2 [4.74, 7.26] [4.78, 6.51] [4.4, 5.6] [4.4, 5.6] [3.89, 4.78] [3.5, 4.5] [4.78, 6.51] [4.78, 6.51]
C3 [8.39, 8.95] [7.17, 8.77] [4.06, 6.46] [3.83, 6.07] [2.22, 5.11] [3.49, 5.22] [2.53, 4.12] [1.49, 3.22]
C4 [1.89, 2.78] [5.88, 7.47] [4.78, 6.51] [1.89, 2.78] [7.17, 8.77] [5.17, 6.77] [5.12, 7.47] [7.89, 8.78]
C5 [1.6, 4.67] [2.74, 5.26] [6, 8] [5.49, 7.22] [6.78, 8.51] [2.74, 5.26] [6.53, 8.12] [4.37, 7.42]
C6 [6.39, 6.95] [5.5, 6.5] [3.88, 5.47] [3.88, 5.47] [2.58, 5.63] [3.49, 5.22] [2.53, 4.88] [1.99, 4.78]
C7 [3.5, 4.5] [3.78, 4.89] [4.78, 6.51] [4.06, 7.22] [5.28, 8.08] [3, 3] [3.22, 4.11] [3.64, 5.72]
C8 [2.32, 6.44] [3.2, 6.8] [3.99, 6.78] [3.93, 6.17] [5.23, 6.83] [3.88, 5.47] [5.64, 7.72] [5.49, 7.22]

After carrying out normalization in the fourth step, using Equations (30)–(33), the normalized
matrix shown in Table 9 was obtained, while the weighted normalized matrix was obtained using
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Equation (35). Normalization of the group matrix elements for benefit criteria was carried out in the
following way:

r̃25 =

[
xL

ij

x+U
ij

,
xU

ij

x+L
ij

]
=

[
2.74
8.51

,
5.26
6.78

]
→ r̃25 = [0.32, 0.78]

and for the cost criteria:

r̃23 =

[
x−L

ij

xU
ij

,
x−U

ij

xL
ij

]
=

[
1.49
8.77

,
3.22
7.17

]
→ r̃23 = [0.17, 0.45]

Table 9. Normalized matrix.

C1 C2 C3 C4 C5 C6 C7 C8

A1 [0.58, 1.73] [0.65, 1.52] [0.17, 0.38] [0.22, 0.35] [0.19, 0.69] [0.29, 0.75] [0.43, 0.85] [0.32, 1.14]
A2 [0.41, 0.88] [0.66, 1.36] [0.17, 0.45] [0.67, 0.95] [0.32, 0.78] [0.31, 0.87] [0.47, 0.93] [0.44, 1.21]
A3 [0.17, 0.45] [0.61, 1.17] [0.23, 0.79] [0.54, 0.83] [0.71, 1.18] [0.36, 1.23] [0.59, 1.23] [0.55, 1.20]
A4 [0.23, 0.60] [0.61, 1.17] [0.25, 0.84] [0.22, 0.35] [0.65, 1.06] [0.36, 1.23] [0.50, 1.37] [0.54, 1.09]
A5 [0.15, 0.35] [0.54, 1.00] [0.29, 1.45] [0.82, 1.11] [0.80, 1.26] [0.35, 1.85] [0.65, 1.53] [0.72, 1.21]
A6 [0.18, 0.36] [0.48, 0.94] [0.29, 0.92] [0.59, 0.86] [0.32, 0.78] [0.38, 1.37] [0.37, 0.57] [0.54, 0.97]
A7 [0.20, 0.47] [0.66, 1.36] [0.36, 1.27] [0.58, 0.95] [0.77, 1.20] [0.41, 1.89] [0.40, 0.78] [0.78, 1.28]
A8 [0.18, 0.36] [0.66, 1.36] [0.46, 2.16] [0.90, 1.11] [0.51, 1.09] [0.42, 2.40] [0.45, 1.08] [0.76, 1.28]

After weighting the normalized matrix using Equation (35):

vL
23 =

[
wL

3 × rL
23, wU

3 × rU
23

]
= [0.17× 0.094, 0.45× 0.099]→ vL

23 = [0, 016, 0.044]

the values were summed for all the alternative by rows and the final rank of the alternatives is
obtained which is shown in Table 10. The ranking is carried out in descending order, whereby the
highest value presents the best solution, and the lowest the worst. The table also shows the conversion
of a rough number into a crisp number using the average values of the lower and upper limits of the
rough number.

Table 10. The results and ranking of the alternatives.

sL
ij sU

ij AV Rank

A1 0.364 0.963 0.664 6
A2 0.469 0.959 0.714 4
A3 0.454 0.944 0.699 5
A4 0.377 0.853 0.615 8
A5 0.529 1.105 0.817 2
A6 0.392 0.821 0.606 7
A7 0.500 1.095 0.797 3
A8 0.553 1.249 0.901 1

Alternative 8 represents the most acceptable solution according to the results obtained.

5. Sensitivity Analysis

To determine the stability of the results, a sensitivity analysis was performed; the first part of
which includes a change in the weights of the criteria through 15 different sets. In the first eight sets,
the value of each criterion was increased by 14%, and those remaining were reduced by 2% of the
value obtained by RBWM, respectively; in the ninth set, all of the criteria were equally important;
in the 10th set, the first, second and fourth criteria (as the most important criteria) were reduced by
10%, while the values of other criteria remained unchanged; in the 11th set, the values of the three
least influential criteria were increased by 25%; in the 12th set, the values of the two most influential
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criteria were reduced by 25%, and the values of the two least significant criteria were increased by
25%; in the 13th set, the values of the first four criteria were reduced by 30% each, and the values of
the remaining four criteria were increased by 30% each; in the penultimate set of values, the two most
important criteria were eliminated; and, in the final set, the values of the three most important criteria
were eliminated, while the values of the remaining criteria remained unchanged. Figure 5 shows the
ranks of alternatives across all sets.
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Figure 5 shows the ranking of the alternatives through the sets that were formed and as can be
seen alternative eight represents the best solution in all cases. The highest value of A8 is reached in
the 11th and fourth sets, although there are completely different values for the weights of the criteria.
In the first case, the advantage is given to the least important criteria by a whole quarter of their value,
and in the second case the fourth most important criterion has an advantage of 14%. The lowest values
for alternative A8 are in scenarios 14 and 15, since in these cases there is a reduction in the total number
of criteria, based on which the decisions are made; that is, individual criteria are given a value of zero.
In addition, Alternatives 5 and 7 do not change their original ranking and they are ranked in second
and third places, respectively. The remaining alternatives generally retain their positions with certain
changes. Alternative 2 is in fourth place in 10 sets, and in fifth and seventh position twice. Alternative
4 has a consistent ranking (its rank does not change) in 10 sets, where it is in seventh place, while in the
fourth set it is in the last place. It is in fifth place twice, and sixth once. Alternative 6 is in last position
for 12 sets, while it is once in seventh and once in sixth position.

The results show that assigning different weights to the criteria through the sets leads to a change
in the ranks of individual alternatives, which confirms that the model is sensitive to changes in weight
coefficients. However, we can conclude that the changes were not drastic, which also confirms the
correlation of the ranks through the scenarios (Table 11).

Table 11. Spearman correlation coefficient (SCC) of the ranks through 15 sets.

Set Set 1 Set 2 Set 3 Set 4 Set 5 Set 6 Set 7 Set 8

SCC 0.869 0.869 0.869 0.702 0.869 0.869 0.869 0.869

Set Set 9 Set 10 Set 11 Set 12 Set 13 Set 14 Set 15 Average

SCC 0.869 0.869 0.869 0.774 0.845 0.917 0.631 0.837
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The SCC values in Table 11 were obtained by comparing the initial ranks from the RBWM-SAW
model (Table 10) with the ranks obtained through 15 sets. We see in Table 11 that there is a high
correlation between the ranks, since, in 80% of the sets (13 sets), the SCC is greater than 0.845, while in
three sets it is greater than 0.630. The average SCC value through all the scenarios is 0.837, which
shows an extremely high correlation. Based on recommendations by Ghorabaee et al. [58], all SCC
values over 0.8 show an extremely high correlation. Since 80% of the SCC values are significantly
greater than 0.8, we can conclude that there is a very high correlation (closeness) of ranks and that the
proposed ranking is confirmed and credible.

In addition to the stability shown by the first part of the sensitivity analysis, the proposed model
was compared with other hybrid multi-criteria models. The hybrid models used for comparison of
the results are shown in Table 12. The methods used to determine the weights of the criteria were the
traditional AHP method [59], BWM [50] and the rough AHP method [49]. The following methods
were used to rank the alternatives: TOPSIS [60], rough TOPSIS [44], SAW [61], MABAC [35] and
rough MABAC [62]. The combinations of these methods and the ranking of alternatives are shown in
Table 12.

Table 12. Ranking the alternatives by combining different methods.

AHP-TOPSIS AHP-MABAC AHP-SAW BWM-TOPSIS BWM-MABAC BWM-SAW

0.415 5 −0.086 7 0.563 6 0.427 5 −0.093 7 0.565 6
0.484 4 0122 3 0.650 4 0.485 4 0.091 4 0.637 4
0.413 6 0.035 5 0.607 5 0.422 6 0.045 5 0.616 5
0.371 8 −0.078 6 0.493 8 0.390 7 −0.051 6 0.519 8
0.486 3 0.118 4 0.719 2 0.485 3 0.123 3 0.724 2
0.393 7 −0.154 8 0.522 7 0.383 8 −0.165 8 0.520 7
0.506 2 0.166 2 0.679 3 0.509 2 0.174 2 0.689 3
0.583 1 0.204 1 0.757 1 0.570 1 0.200 1 0.760 1

RAHP-RTOPSIS RAHP-RSAW RAHP-RMABAC RBWM-RTOPSIS RBWM-RSAW RBWM-RMABAC

0.417 7 1.691 6 −0.633 7 0.434 7 0.664 6 −0.169 6
0.550 2 1.847 4 1.292 3 0.562 3 0.714 4 0.075 4
0.474 5 1.702 5 0.843 5 0.488 5 0.699 5 0.066 5
0.385 8 1.400 8 −1.055 8 0.411 8 0.615 8 −0.196 7
0.544 3 1.998 2 1.047 4 0.555 4 0.817 2 0.158 3
0.456 6 1.506 7 −0.390 6 0.445 6 0.606 7 −0.216 8
0.528 4 1.929 3 2.471 2 0.568 2 0.797 3 0.341 2
0.575 1 2.177 1 2.556 1 0.604 1 0.901 1 0.437 1

When comparing the results, a total of 12 hybrid models were formed, and the results for the
models are shown in Table 12 and Figure 6. Figure 6 graphically presents the results of applying the
12 hybrid models.
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Based on Figure 6, we notice that A8 represents the best solution in all 12 models, which
is an adequate verification of the proposed model. Alternative 3 is in fifth position in 10 out of
12 combinations, and twice in sixth. The second position most often belongs to Alternative 7, which
is the same number of times it appears in that position. When it comes to the ranking of the other
alternatives there are some changes, but, in most cases, they retain their ranking obtained using the
proposed new approach. The ranks obtained were compared with each other and with the initial
ranking of the RBWM-SAW model. SCC was used to compare the ranks. The results obtained from
comparing the 12 hybrid models are presented in Table 13.

Table 13. Correlation of the results of the hybrid models.

Methods A B C D E F G H I J K L Average

A 1.000 0.886 0.833 0.976 0.838 0.833 0.976 0.833 0.881 0.881 0.833 0.862 0.861
B - 1.000 0.857 0.833 0.976 0.857 0.833 0.857 0.905 0.905 0.857 0.952 0.894
C - - 1.000 0.810 0.905 1.000 0.905 1.000 0.905 0.905 1.000 0.952 0.938
D - - - 1.000 0.862 0.810 0.952 0.810 0.929 0.929 0.810 0.886 0.865
E - - - - 1.000 0.905 0.810 0.905 0.881 0.881 0.905 0.976 0.908
F - - - - - 1.000 0.905 1.000 0.905 0.905 1.000 0.952 0.952
G - - - - - - 1.000 0.905 0.929 0.929 0.905 0.833 0.917
H - - - - - - - 1.000 0.905 0.905 1.000 0.952 0.952
I - - - - - - - - 1.000 1.000 0.905 0.905 0.953
J - - - - - - - - - 1.000 0.905 0.905 0.937
K - - - - - - - - - - 1.000 0.952 0.976
L - - - - - - - - - - - 1.000 1.000

Overall average 0.933

A, AHP-TOPSIS; B, AHP-MABAC; C, AHP-SAW; D, BWM-TOPSIS; E, BWM-MABAC; F, BWM-SAW; G, RAHP-RTOPSIS;
H, RAHP-RSAW; I, RAHP-RMABAC; J, RBWM-RTOPSIS; K, RBWM-RSAW; L, RBWM-RMABAC

In the next section, a comparison of the ranks from the 12 hybrid models with the initial ranks
from Table 12 is carried out. The results are shown in Table 14.

Table 14. SCC comparison of the ranks by scenarios in relation to the initial rank.

Scenario AHP-TOPSIS AHP-MABAC AHP-SAW BWM-TOPSIS BWM-MABAC BWM-SAW RAHP-RTOPSIS

SCC 0.952 0.952 0.952 0.976 0.976 0.952 0.833

Scenario RAHP-RSAW RAHP-RMABAC RBWM-RTOPSIS RBWM-RSAW RBWM-RMABAC Average

SCC 0.952 0.905 0.905 0.952 1.000 0.942
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We see in Tables 13 and 14 that there is a high correlation between the ranks of the compared
models. Since all the SCC values are significantly greater than 0.81, and the average values are 0.933
and 0.942, we can conclude that there is an extremely high correlation (closeness) between the proposed
approach and the other models tested. Thus, we can conclude that the proposed RBWM-SAW model
gives credible ranks.

6. Conclusions

The paper presents a new model for decision making, which is verified on the selection of wagons
for carrying out the internal transport of a paper manufacturing company. It also presents a new scale
for evaluating alternatives according to the criteria, depending on their type. In the case of qualitative
assessment, which is a very common case in group decision making, from the outset, cost and benefit
criteria are treated differently, which can be seen throughout the paper.

One of the contributions of this paper is the new RBWM-RSAW model that enables the objective
aggregation of expert decisions with full consideration of their precision and subjectivity that prevail
during group decision making. Another significant contribution of this paper is the development
of the new RBWM and RSAW models, which contribute to the advancement of the literature that
considers the theoretical and practical application of multi-criteria techniques. The proposed models
allow the evaluation of alternatives despite the imprecision and lack of quantitative information in
the decision-making process. The third contribution of the paper is to improve the methodology for
evaluating railway wagons through a new approach for dealing with imprecision.

By using this hybrid model, it is possible to solve the problems of multi-criteria decision making in
a simple way and make decisions that have a significant impact on achieving business efficiency, as is
the case in this paper. By applying rough numbers in combination with these methods, imprecision in
group decision making is taken into account and more objective results are obtained than with crisp
approaches. It is very important to mention that the ranks of the alternatives obtained using the rough
BWM and rough SAW were also confirmed through the application of the traditional SAW method.
When it comes to determining the weight coefficients of the evaluation criteria, the results of the rough
BWM were compared with the results given by the AHP, BWM and rough AHP algorithms and they
were used to further check the stability of the initial solution. Analysis of the results showed that the
ranks of the alternatives for the rough BWM-SAW algorithm fully correlated with the ranks obtained
for the other methods.

Further research connected with this study concerns a post-analysis of the internal transport in
the given company in order to verify the savings that arise from the proposed method of carrying out
the internal transport. In terms of the area of multi-criteria decision making, further research directions
relate to the application of rough numbers in combination with other methods and the attempt to
develop new methods that would further enrich this widely applied field.

Author Contributions: Each author has participated and contributed sufficiently to take public responsibility for
appropriate portions of the content.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Koskinen, P.; Hilmola, O.P. Supply chain challenges of North-European paper industry. Ind. Manag. Data Syst.
2008, 108, 208–227. [CrossRef]

2. Pereira, M.; Adelaide, M.; Resgate, L.; Telhada, J. Multicriteria Methodology to Mode of Transport
Choosing—The Portuguese Case. In Proceedings of the XI Congreso Galego de Estatística e Investigación de
Operacións, A Coruña, Galicia, Spain, 24–26 October 2013; pp. 1–15.

3. Vashist, J.K.; Dey, A.K. Selection Criteria for a Mode of Surface Transport: An Analytic Hierarchy Process
Approach. Amity Glob. Bus. Rev. 2016, 11, 86–95.

http://dx.doi.org/10.1108/02635570810847581


Symmetry 2017, 9, 264 23 of 25

4. Bai, C.; Fahimnia, B.; Sarkis, J. Sustainable transport fleet appraisal using a hybrid multi-objective decision
making approach. Ann. Oper. Res. 2017, 250, 309–340. [CrossRef]

5. Barbosa, S.B.; Ferreira, M.G.G.; Nickel, E.M.; Cruz, J.A.; Forcellini, F.A.; Garcia, J.; de Andrade, J.B.S.O.
Multi-criteria analysis model to evaluate transport systems: An application in Florianópolis, Brazil.
Transp. Res. Part A Policy Pract. 2017, 96, 1–13. [CrossRef]

6. Tsamboulas, D.A. A tool for prioritizing multinational transport infrastructure investments. Transp. Policy
2007, 14, 11–26. [CrossRef]

7. Keshavarz Ghorabaee, M.; Amiri, M.; Kazimieras Zavadskas, E.; Antuchevičienė, J. Assessment of third-party
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