
symmetryS S

Article

Enhanced Quality of Service of Cell-Edge User by
Extending Modified Largest Weighted Delay First
Algorithm in LTE Networks

Hasibur Rashid Chayon 1, Kaharudin Bin Dimyati 1, Harikrishnan Ramiah 1,* and
Ahmed Wasif Reza 2

1 Department of Electrical Engineering, Faculty of Engineering, University of Malaya, Kuala Lumpur 50603,
Malaysia; hasibur.rashid@siswa.um.edu.my (H.R.C.); kaharudin@um.edu.my (K.B.D.)

2 Department of Computer Science & Engineering, Faculty of Science & Engineering, East West University,
Dhaka 1212, Bangladesh; wasif@ewubd.edu

* Correspondence: hrkhari@um.edu.my; Tel.: +603-7967-5262

Academic Editor: Angel Garrido
Received: 21 March 2017; Accepted: 29 May 2017; Published: 31 May 2017

Abstract: Long Term Evolution (LTE) is the prominent technology in Fourth Generation (4G)
communication standards, which provides higher throughput and better Quality of Service (QoS) to
all users. However, users in the cell-edge area are receiving comparatively low QoS due to the distance
from eNodeB (eNB) and bad channel conditions. The Conventional Modified Largest Weighted
Delay First (MLWDF) algorithm is unable to resolve this issue, as it does not consider the location of
the user. This paper proposes an extended MLWDF (EMLWDF) downlink scheduling algorithm to
provide better services to the cell-edge user as well as to the cell-center user. The proposed algorithm
divides the eNB cell area into inner and outer regions. It includes the distance of the user from
attached eNB, received Signal to Interference plus Noise Ratio (SINR) and error probability into the
original algorithm. The simulated results are compared with other well-known algorithms and the
comparison shows that the proposed algorithm enhances overall 56.23% of cell-edge user throughput
and significantly improves the average user throughput, fairness index, and spectral efficiency.
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1. Introduction

The Third Generation Partnership Project (3GPP) introduced Long Term Evolution (LTE) Fourth
Generation (4G) technology in Release-8 (Rel-8). It is based on Orthogonal Frequency Division Multiple
Access (OFDMA). After doing a significant improvement in Rel-9, LTE provides higher data rates
and better Quality of Service (QoS) than Third Generation (3G) mobile technology. The QoS is better
in the cell-center area as users are close to the eNodeB (eNB), which strengthens the received signal.
However, users in the cell-edge area are experiencing low data rates and poor QoS due to low received
signal, high interference from adjacent eNBs and various fading effects [1].

The packet scheduler implemented in eNB plays a vital role to enhance the QoS. This can be
done by allocating time-frequency blocks known as Resource Blocks (RBs) to different users according
to their current situations and priorities [2]. RBs of the OFDMA system is defined by the time and
frequency domains in the x- and y-axes, respectively. A 10 ms long radio frame in the time domain is
divided into 10 sub-frames each with 1 ms duration. Each sub-frame consists of two equal-sized time
slots with duration of 0.5 ms. Each slot is composed of six or seven OFDMA symbols for extended
and normal cyclic prefix respectively. In the frequency domain, one RB has 12 consecutive subcarriers
with in total 180 kHz, where each subcarrier has 15 kHz bandwidth [3,4]. Figure 1 shows the basic RB
structure of LTE with a normal cyclic prefix.
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The packet scheduler in the LTE system calculates the metric of all users according to the
corresponding algorithm. It considers various factors, such as instantaneous and previous throughput,
spectral efficiency, head of line (HOL) packet delay, the number of packets waiting in the queue
and several scheduling constants. The user with higher metric value will be in front of the queue
to get the service. An efficient packet scheduler can reduce the traffic congestion in the network.
Different downlink scheduling algorithms have different approaches to determine the user priority.
Proportional fairness (PF) is the basic scheduler [5], which is based on prioritizing the user with
maximum metrics from the ratio of the instantaneous and previous data rates. This scheduling
algorithm does not consider any kind of packet delay or queue length. Therefore, real-time data
are experiencing low QoS and high rate of packet loss. The Modified Largest Weighted Delay First
(MLWDF) algorithm ensures ideal throughput to the system and maintains better fairness to all
users than other algorithms [6–8]. This scheduler largely depends on QoS and packet delay. The
throughput optimal MLWDF algorithm has less complexity among all other scheduling algorithms
and it considers the real-time traffic. The primary goals of this scheduler are to provide better QoS,
to enhance the spectral efficiency and to provide good fairness to the user. Other scheduling algorithms
such as exponential proportional fairness (EXP/PF), exponential rule (EXP/Rule) and Logarithmic
rule (LOG/Rule) are comparatively more complex to implement [9]. Therefore, this paper extends the
MLWDF algorithm to provide services.

PF and basic MLWDF algorithms are considered in the simulation process to compare the
performance with the proposed extended MLWDF (EMLWDF) algorithm. This proposed algorithm
gives more priority to the cell-edge users by considering the distance between user and eNB, downlink
Signal to Interference plus Noise Ratio (SINR) and packet delay while maintaining the cell performance.
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The remaining paper is organized as follows. Section 2 describes the related work followed by the
system model of the proposed algorithm in Section 3. Section 4 has results and discussion, Section 5
describes limitations and future work and conclusions are presented in Section 6.

2. Related Works

Interference from the neighboring cell significantly affects the cell-edge user as well as the system
performance. Therefore, inter-cell interference (ICI) has been studied previously to overcome the
problems of poor QoS and low throughput of the cell-edge users [10,11]. The authors consider the soft
frequency reuse (SFR) technique, which is a form of inter-cell interference coordination (ICIC) for LTE
systems in [12–14]. A decentralized SFR scheduling algorithm with low complexity is proposed in [12],
which incorporates user classification and balance fairness and throughput among all users. Two
types of frequency bands are used in a cell, namely, cell-center band (CCB) and cell-edge band (CEB).
Moreover, users are also separated into schedules in CCB groups and in CEB groups. The users with
higher interference from the adjacent cells are defined as the cell-edge users (CEUs) and the rest of the
users are the cell-center users (CCUs). In [13], the authors proposed a softer frequency reuse (SerFR)
method, which is the modified version of SFR. In this method, the frequency reuse factor (FRF) of cell
edge and cell center is one. High power frequency bands are allocated to the cell edge users and low
power bands are allocated to the cell center users. In [14], an adaptive SFR is considered by altering
the transmit power and the number of major subcarriers for individual cells based on the traffic load.
This method decentralizes the resource allocation decision by sharing the subcarrier, transmit power
and rate information with the neighboring cells. The interference can vary due to other reasons as well
as the geographical area, weather conditions, and user location. However, the authors did not consider
any of these parameters to avoid the interference.

Fractional frequency reuse (FFR) is used in [15] where the frequency band is divided into several
sub-bands to avoid the interference. The authors consider the FRF one for cell center users and three
for cell edge users. This method allocates different sub-bands for different cell edge areas. In [16],
a method using frequency reuse and pilot sensing is proposed to mitigate the cross-tier co-channel
interference. After deploying the FRF of three to the macrocell, the femtocell senses the pilot signals
from the adjacent cell. The scheduler then allocates the remaining frequency to the femtocell, which
has not been allocated to another cell.

In [17], authors consider reducing the interference as a Gaussian random variate. They proposed
three RB allocation techniques, namely, pure random allocation, compact random allocation and
allocation with memory. The authors in [18] present an interference avoidance method to prevent
strong inter-cell interference for the cell-edge user. Their proposed method consists of a two-tier
algorithm—the first one at the eNB level and the second one at a central controller. They consider this
controller as a group of neighboring eNBs that are connected to each other. According to their model,
users send channel state information (CSI) with the interference of two sectors, whereas sectors send
restriction request to the central controller. The controller then resolves the conflicts of the request and
sends modified restriction lists to all involved eNBs. A downlink optimal power allocation scheme is
used in [19] to maximize the spectral efficiency of the cell-edge user.

The MLWDF scheduling algorithm has been studied in [20–22] to analyze the performance and
maximize the QoS of cell user. A delay priority based algorithm is used in [20] where the user gets
higher priority if the packet delay is close to the threshold for real-time data. However, the authors
do not consider the non-real-time data packets. The authors in [21] show that MLWDF provides
better QoS and Quality of Experience (QoE) than other scheduling algorithms in terms of packet loss
ratio and delay. In [22], an MLWDF based joint scheduling has been proposed with multiple traffic
classes, where the priority of traffic class and waiting time in the queue of each packet are considered.
Although the authors assume that the average SINR for each user is the same, they also ignore the
Channel Quality Indicator (CQI) feedback.
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3. System Model

MLWDF is a throughput-optimal scheduling algorithm that considers HOL packet delay, the
probability of packet loss and delay threshold along with instantaneous and previous throughput of
the user. The scheme is defined by the following Equation (1):

mi,j
MLWDF =

−logδi
τi

.DHOL,i.ψi,j, (1)

where

ψi,j =
ri(t)

ri(t− 1)
. (2)

Here, DHOL,i denotes HOL packet delay, which is the waiting time between the packet arrival
time and the time it is transmitted successfully. δi represents the probability of packet loss and τi is the
value of delay threshold. The delay threshold τi for user i is based on user applications. Table 1 shows
the threshold values with priority for different types of data. Here, voice has the highest priority and
(Transmission Control Protocol) TCP-based service has the lowest priority. Therefore, the data packet
of TCP-based service would be discarded first in a congested queue.

Table 1. Delay threshold value for different types of data [23].

Types of Data Delay Threshold (ms) Priority

Gaming 50 3
Conversational Voice 100 2
Live Video streaming 100 7

TCP-based (HTTP, FTP) 300 8

TCP: Transmission Control Protocol; HTTP: HyperText Transfer Protocol; FTP: File Transfer Protocol.

The scheduler maximizes the utility function ri(t) /ri(t− 1) for better system performance, which
can be defined as weighted transmission rate ψi,j in Equation (2). Here, ri(t) is the instantaneous
transmission rate of user i at transmission time interval (TTI) t and ri(t − 1) is the previous
average transmission rate. Time t is removed from the rest of the paper to reduce the complexity.
For convenience, Table 2 shows the symbols used in this paper.

Table 2. Symbols used in the paper.

Symbol Definition

i user
j RB
t time (TTI index)
ri instantaneous transmission rate of user i

DHOL,i HOL Delay of user i, RB j
δi probability of packet loss of user i
τi delay threshold of user i
Ω radius of the inner region
Ri distance from the eNB to user i
Si probability from failure rate to success rate of user i
εi the error probability of user i

γi,j received SINR of user i, RB j
Gi,j channel gain from serving eNB of user i, RB j
Pi,j transmit power of serving eNB for user i, RB j
I inter-cell interference
σ white noise power spectral density

TTI: Transmission Time Interval; HOL: Head of Line; eNB: eNodeB; SINR: Signal to Interference plus Noise Ratio.

This paper defines the QoS requirement of the user by considering the HOL delay. The delays
of the users with different applications must be kept below a predefined value for successful packet
transmission. Therefore, the QoS requirement can be defined as follows:
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Pr{DHOL,i > τi} ≤ δi. (3)

Equation (3) states that the probability of HOL delay of exceeding the delay threshold must be
equal to or less than the probability of packet loss. This algorithm gives the priority to the user who
has high HOL delay to avoid the packet loss. Thus, it can significantly improve the throughput and
can serve more users with their required QoS.

SINR generally decreases when a user is moving far away from the eNB. Therefore, cell-edge
users with lower SINR experience relatively lower throughput and higher packet loss. However,
in different cases, the SINR value might be changed due to the weather conditions, geographical
area, infrastructure or various types of noises. The MLWDF based proposed model divides the cell
area into two different regions: inner and outer. The reason behind this is to separate the cell-edge
and cell-centered user and to give more priority to the cell-edge users who are in the outer region by
allocating more RBs to them. The distance between user and the attached eNB is considered along
with SINR for accurate classification of the user. The maximum length from the eNB to the edge of
inner region is Ω. Any user who is located outside this area will be treated as a cell-edge user and
the rest of the user will be considered as a cell-centered user. The proposed EMLWDF algorithm is
explained in Equation (3) below:

mi,j
EMLWDF =

−log
(

δi
Wi

)
τi

.DHOL,i.ψi,j, (4)

where

Wi =

{ Ri
γi,j

i f Ri > Ω

1 i f Ri ≤ Ω
, (5)

Ri =

√
∑n

k=1|xk − yk|
2
, (6)

γi,j =
Gi,jPi,j

σ2 + I
. (7)

Here, mi,j
EMLWDF denotes the metric value of the EMLWDF algorithm, γi,j is the SINR of user

i RB j and Ri is the distance between eNB and user i. The higher the metric mi,j
EMLWDF value for a

particular user in Equation (4), the higher the chance for that user to get the required RBs. Based on
Equations (4) and (5), it can be seen that the variable Wi will vary according to the location of the user
i. If the distance of the user i from eNB is more than the radius of the inner region Ω, the proposed
EMLWDF algorithm will consider the distance Ri and SINR γi,j of user i RB j to calculate the metric
mi,j

EMLWDF. Otherwise, the user will be considered as a cell-centered user and the EMLWDF algorithm
will not consider the distance and SINR of that particular user. After exceeding the inner region value,
the higher the distance from eNB and the less SINR of the user, the higher the metric value and thus
higher the possibility to get RBs.

The distance between the eNB position x and user position y with n dimensions is measured in
Equation (6) by the Pythagorean theorem considering Euclidian space [24]. Equation (7) calculates the
received SINR γi,j of user i on RB j, where Gi,j and Pi,j are the channel gain and transmit power of serving
eNB, respectively [25]. σ2 is the white noise power spectral density and I is the inter-cell interference.
The users are affected by various noise and interference in the real-life wireless environment. Large
scale errors occur when the users are receiving the data packets. Therefore, this paper implements the
two-state Markov Model to measure the probability of packet loss δi [26]. Success state and failure state
are the two states in this model. The success state has low error probability and that helps to transmit
packet successfully. On the other hand, the failure state has higher error probability. Thus, packets
cannot be transmitted, which makes this state unusable. If the packet transmission fails, the packet
is retransmitted until it exceeds the delay threshold value. After exceeding the threshold value, the
packet will be discarded and the next packet transmission will begin. The packet-dropping operation
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has a significant impact on the probability of packet loss. This paper considers that the success state is
the usable system scenario as packets can be transmitted successfully in this state. The delay threshold
and error probability are considered in the simplified equation of success state, which is described in
the following Equation (8):

δi = εi(1− Si)
τi . (8)

Here, εi is the error probability and Si is the probability from failure state to success state. The εi
is assumed as a small value and εi should be smaller than Si in this state to make the system usable.
According to [26], δi can be measured precisely by assuming a constant value of εi and Si along with
changing the delay threshold value τi. Therefore, this paper considers this for success state εi = 0.01,
Si = 0.1 and τi based on the different user applications. The εi is comparatively larger than Si in the
failure state due to the high error probability and δi can be defined as δi ≈ 1 ≈ εi, which can make the
system unusable. Considering the error probability and the probability from failure state to success
state in Equation (8) and after doing simplification, the Equation (4) can be written as follows:

mi,j
EMLWDF =

−log
(

εi(1−Si)
τi

Wi

)
τi

.DHOL,i.ψi,j, (9)

mi,j
EMLWDF =

{
−logεi − τilog(1− Si) + logWi

τi

}
.DHOL,i.ψi,j, (10)

mi,j
EMLWDF =

{
1
τi

log
(

Wi
εi

)
− log(1− Si)

}
.DHOL,i.ψi,j (11)

The following Figure 2 shows the step-by-step procedure of the proposed Extended MLWDF
(ELMLWDF) algorithm.Symmetry 2017, 9, 81  7 of 15 

 

 
Figure 2. Step-by-step procedure of the proposed method. 

4. Results and Discussion 

The MATLAB based Vienna LTE System level simulator is used to measure the performance of 
the proposed model [27]. The downlink channel model with microscopic path loss and shadow 
fading for an urban area is considered in the simulation process. The WINNER II channel model is 
implemented in the MATLAB based simulator [28]. Users are equally distributed and scattered 
randomly in the urban area. There are a different number of users in each cell, which varies from 10 
to 60. The users are not static and their average speed is 5 kmph. A 900 MHz frequency band with 20 
MHz bandwidth is used and simulation time is 1000 TTI. A number of simulations have been 
conducted to evaluate the cell-edge throughput, average user throughput, spectral efficiency and 
fairness index of the proposed EMLWDF method, and the results are compared with PF and basic 
MLDWF schedulers. 

Three types of data are considered in the simulation namely Video, Voice over Internet Protocol 
(VoIP), and HyperText Transfer Protocol (HTTP). The resource type of VoIP is considered as 
guaranteed bit rate (GBR), whereas Video and HTTP are considered as non-guaranteed bit rate 
(NGBR) for all user. In order to provide QoS guaranteed VoIP performance, an RTP (Real-time 
Transport Protocol) AMR (Adaptive Multi-Rate) 12.2 codec with a 12.2 kbps bitrate is used [29]. 
Videos are encoded by an H.264/AVC (Advanced Video Coding) encoder with a constant bitrate of 242 
kbps, while this paper considers the bitrate of 250 kbps for HTTP packets [9]. The basic parameters of 
the simulation are stated in Table 3. 

Table 3. Simulation parameters with corresponding values. 

Parameters Values
System bandwidth 20 MHz 

Operating frequency 900 MHz 
Scenario Random deployment (Urban) 

Number of users 10, 20, 30, 40, 50, 60 
User speed 5 kmph 

eNB power transmission 46 dBm 
MSC index 29 available MSCs as in 3GPP [30] 

Traffic model Video, VoIP, HTTP 
Scheduler PF, MLWDF, EMLWDF 

Simulation time 1000 TTI 
MSC: Modulation Coding Scheme; 3GPP: Third Generation Partnership Project; VoIP: Voice over 
Internet Protocol; PF: Proportional fairness; MLWDF: Modified Largest Weighted Delay First; 
EMLWDF: Extended MLWDF. 
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4. Results and Discussion

The MATLAB based Vienna LTE System level simulator is used to measure the performance of the
proposed model [27]. The downlink channel model with microscopic path loss and shadow fading for
an urban area is considered in the simulation process. The WINNER II channel model is implemented
in the MATLAB based simulator [28]. Users are equally distributed and scattered randomly in the
urban area. There are a different number of users in each cell, which varies from 10 to 60. The users are
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not static and their average speed is 5 kmph. A 900 MHz frequency band with 20 MHz bandwidth is
used and simulation time is 1000 TTI. A number of simulations have been conducted to evaluate the
cell-edge throughput, average user throughput, spectral efficiency and fairness index of the proposed
EMLWDF method, and the results are compared with PF and basic MLDWF schedulers.

Three types of data are considered in the simulation namely Video, Voice over Internet Protocol
(VoIP), and HyperText Transfer Protocol (HTTP). The resource type of VoIP is considered as guaranteed
bit rate (GBR), whereas Video and HTTP are considered as non-guaranteed bit rate (NGBR) for all
user. In order to provide QoS guaranteed VoIP performance, an RTP (Real-time Transport Protocol)
AMR (Adaptive Multi-Rate) 12.2 codec with a 12.2 kbps bitrate is used [29]. Videos are encoded by an
H.264/AVC (Advanced Video Coding) encoder with a constant bitrate of 242 kbps, while this paper
considers the bitrate of 250 kbps for HTTP packets [9]. The basic parameters of the simulation are
stated in Table 3.

Table 3. Simulation parameters with corresponding values.

Parameters Values

System bandwidth 20 MHz
Operating frequency 900 MHz

Scenario Random deployment (Urban)
Number of users 10, 20, 30, 40, 50, 60

User speed 5 kmph
eNB power transmission 46 dBm

MSC index 29 available MSCs as in 3GPP [30]
Traffic model Video, VoIP, HTTP

Scheduler PF, MLWDF, EMLWDF
Simulation time 1000 TTI

MSC: Modulation Coding Scheme; 3GPP: Third Generation Partnership Project; VoIP: Voice over Internet Protocol;
PF: Proportional fairness; MLWDF: Modified Largest Weighted Delay First; EMLWDF: Extended MLWDF.

The cell-edge throughput of the user is calculated for different data types and algorithms with
a various number of users. These cell-edge users are located in the outer region of the cell and
their distances from the eNB are higher than the value of Ω. Figures 3–5 show the comparison of
PF, basic MLWDF and EMLWDF algorithms for video, VoIP and HTTP, respectively. As predicted,
when the number of users is increasing, the cell-edge user throughput is decreasing for all algorithms.
The proposed EMLWDF has higher cell-edge throughput than the other two algorithms for all types of
user data. The reasons for this better performance are (a) EMLWDF considers the distance between the
user and eNB, received SINR of the user along with HOL delay and previous throughput. Therefore,
the users located in a cell-edge area with bad channel condition can get priority from the scheduler
and receive a comparatively higher number of RBs.
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On the other hand, basic MLWDF does not consider any other parameter rather than HOL delay
and previous throughput. As a result, the cell-edge users do not get the required RB, whereas cell-edge
user throughput of the PF algorithm is the lowest, as it only considers the previous throughput of
the user. Furthermore, (b) EMLWDF measures the probability of packet loss by considering the error
probability of data packet and probability from failure state to success state. Therefore, the cell-edge
users with higher error rates are getting higher priority from the scheduler to get more RB. However,
the other two algorithms are experiencing relatively higher packet loss as they do not consider these
parameters that cause lower cell-edge throughput.

Figures 3–5 also show that EMLWDF outperforms the other algorithms for all types of user data.
The proposed EMLWDF is on average 88.59% and 46.04% better than PF and MLWDF algorithms
regarding cell-edge throughput for Video type data. Moreover, EMLWDF increases the cell-edge
throughput by 72.17% and 39.33% for VoIP and 77.30% and 13.93% for HTTP types of data compared
with the PF and MLWDF algorithms, respectively. Table 4 shows the average improvement of proposed
EMLWDF for different types of data.
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Average user throughput is calculated by considering all the users of the cell area to demonstrate
that the proposed EMLWDF algorithm is not only efficient for the cell-edge user but also for all other
users of the cell. Figures 6–8 show the average user throughput of different algorithms for three
different data types. All of the figures show that the EMLWDF algorithm achieves better average user
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throughput than the other two algorithms. Although EMLWDF has marginal improvements for VoIP
type data in Figure 6, it still performs 31.80% and 4.86% better than PF and MLWDF, respectively.
The reasons for this higher user throughput are (a) the EMLWDF algorithm considers the distance and
the received SINR only when the users are located outside the inner region. Otherwise, it distributes
the RBs among the users based on HOL delay and throughputs. Therefore, all users get the required
RBs and can maintain the throughput. In addition, (b) the EMLWDF algorithm also ensures that other
users in the cell center area do not starve for RBs due to prioritizing the cell-edge user by taking the
logarithm expression of the distance and received SINR rather than direct implementation. Thus, the
cell-edge users will not be allocated to all of the available RBs and the scheduler can serve the cell
center users according to their requirements.

Table 4. Improvement comparison of proposed EMLWDF method.

Traffic Model Algorithm Cell-Edge User Throughput (%) Average User Throughput (%)

Video
PF 88.59 27.23

MLWDF 46.04 11.57

VoIP
PF 72.17 31.80

MLWDF 39.33 4.86

HTTP
PF 77.30 44.71

MLWDF 13.93 19.34
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The fairness index of the user is calculated by the Jain’s fairness index equation [31], which can
be described as, F = (∑n

i=1 βi)
2/n ∑n

i=1 β2
i . Here, F is the fairness index, βi is the average throughput

of user i, and n denotes the number of users. The fairness index F ranges from 1/n to 1. Mixed data
types for all users in the cell are considered to calculate the fairness. Figure 9 shows the comparison
of the fairness index among different algorithms with a various number of users. It is clear from this
comparison that EMLWDF performs better than the other algorithms. EMLWDF has 43.77% and 4.66%
better fairness than PF and MLWDF, respectively. By considering the distance of the user and received
SINR along with HOL delay and the probability of packet loss, the proposed EMLWDF distributes
RBs more efficiently to all users based on their requirements. The users with high priority application
and higher delay along with cell-edge users get the higher priority in this method to get the RBs,
which enhances the throughput as well as fairness index. Therefore, the EMLWDF algorithm can
satisfy the users with GBR by providing the required RBs and at the same time satisfy more users with
NGBR compared to other algorithms by allocating RBs efficiently. The fairness index of the MLWDF
algorithm is close to the EMLWDF algorithm due to the channel and QoS awareness. However, the
PF algorithm allocates RBs to the user without considering the distance of the user from eNB and the
probability of packet loss. Furthermore, PF is the only channel aware but QoS-unaware algorithm in
this comparison that does not consider the QoS requirement of the user. Thus, PF cannot fully satisfy
the user with strict delay threshold, which leads to high packet loss and low throughput. Therefore,
considering all of these facts, PF has the lowest fairness in this comparison. The figure also shows that
the fairness index decreases as the number of users increases due to the limitation of the available RBs
in the cell.
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Spectral efficiency is calculated by the ratio of the total bits of all users successfully transferred and
the total bandwidth of the channel for a specific time. Thus, the unit of spectral efficiency is bit/s/Hz.
The spectral efficiency comparison in Figure 10 demonstrates that EMLWDF utilizes the spectrum more
efficiently than PF and MLWDF. Ensuring the adequate distribution of the RBs by EMLWDF avoids
the waste of spectrum resources and thus increases the efficiency. On the contrary, PF only considers
current and previous data rates, whereas MLWDF uses delay, which leads to lower spectral efficiency.
Overall, 33.31% and 3.53% improvement have been achieved by the proposed EMLWDF compared to
MLWDF and PF algorithms, respectively. This paper implements 900 MHz as the operating frequency.
Figure 11 shows a cell-edge throughput comparison by implementing the EMLWDF algorithm in
900 MHz, 1800 MHz and 2100 MHz frequency bands with the same bandwidth for VoIP data. The
900 MHz band achieves 5.23% and 4.0% higher cell-edge throughput than 1800 MHz and 2100 MHz
bands, respectively. Important to note here is that both 1800 MHz and 2100 MHz frequency bands
still perform better than the PF and MLWDF algorithms that are implemented in this paper. Figure 12
shows the effect of the user speed on the cell-edge user throughput for EMLWDF algorithm. It is clear
that the static users have throughput than other users. The users with 5 kmph speed have 4.85% less
cell-edge throughput and the users with 40 kmph speed have 42.36% less than the static users due to
the higher packet loss, longer delay, and low SINR.
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5. Limitation and Future Works

The main objective of the proposed EMLWDF algorithm is to enhance the QoS of cell-edge users
along with maintaining the average user throughput. However, the performance of the proposed
algorithm decreases when there are a higher number of users in the cell due to the lack of available
resources and high congestion. As a future work, the above problem can be solved by introducing
the queue length of each user to the scheduler for different types of data. Queue length for real-time
and non-real-time data will help the scheduler to allocate the RBs to the users according to their
requirements more efficiently. Moreover, implementing improved and higher multiple input multiple
output (MIMO) techniques can increase the capacity of the cell and thus can serve more users.

6. Conclusions

This paper has proposed an EMLWDF scheduling algorithm for the LTE network to enhance the
QoS of cell-edge users. This modified algorithm considers the distance of the user from eNB, received
SINR of the user, error probability and the probability from failure rate to success rate to give more
priority to the users who are far away from the eNB. The distance and SINR parameters are considered
with the basic MLWDF algorithm only if the users are located outside the inner region of the cell.
Otherwise, the proposed EMLWDF works the same as the basic MLWDF to ensure that cell-centered
users have also been allocated to the required RBs. Simulation results for three different data types
show that not only has the cell-edge user throughput increased, but the average user throughput has
also increased 23.25% overall compared to the PF and MLWDF algorithms. Moreover, the proposed
EMLWDF demonstrates a significant improvement in the fairness index and in spectral efficiency.
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