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Abstract:



This paper studies cooperative spectrum sensing based on crowdsourcing in cognitive radio networks. Since intelligent mobile users such as smartphones and tablets can sense the wireless spectrum, channel sensing tasks can be assigned to these mobile users. This is referred to as the crowdsourcing method. However, there may be some malicious mobile users that send false sensing reports deliberately, for their own purposes. False sensing reports will influence decisions about channel state. Therefore, it is necessary to classify mobile users in order to distinguish malicious users. According to the sensing reports, mobile users should not just be divided into two classes (honest and malicious). There are two reasons for this: on the one hand, honest users in different positions may have different sensing outcomes, as shadowing, multi-path fading, and other issues may influence the sensing results; on the other hand, there may be more than one type of malicious users, acting differently in the network. Therefore, it is necessary to classify mobile users into more than two classes. Due to the lack of prior information of the number of user classes, this paper casts the problem of mobile user classification as a dynamic clustering problem that is NP-hard. The paper uses the interdistance-to-intradistance ratio of clusters as the fitness function, and aims to maximize the fitness function. To cast this optimization problem, this paper proposes a distributed algorithm for user classification in order to obtain bounded close-to-optimal solutions, and analyzes the approximation ratio of the proposed algorithm. Simulations show the distributed algorithm achieves higher performance than other algorithms.
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1. Introduction


According to a Cisco report [1], wireless traffic has significantly increased over the last few years. This trend has led to spectrum scarcity. On the other hand, the licensed wireless spectrum is poorly utilized within the framework of a fixed wireless spectrum assignment policy. To increase the utilization of the wireless spectrum, cognitive radio technology has recently emerged. When licensed users (also called primary users, PUs) do not utilize the licensed wireless spectrum, cognitive radio allows unlicensed users (also called secondary users, SUs) to access the idle licensed wireless spectrum opportunistically [2]. Therefore, wireless spectrum sensing is the premise for opportunistic access of unlicensed users. To carry out spectrum sensing, it is necessary to model licensed users’ activity. In [3], the authors provide a survey of licensed user activity models in cognitive radio networks, and show how these models are performed. When spectrum sensing is carried out, shadowing, multi-path fading, and other issues may result in a single user being assigned an incorrect sensing result. To improve the sensing accuracy, cooperative spectrum sensing has been proposed by multiple users [4]. Multiple users attempt to sense the channel, and send their sensing reports to a fusion center (FC), which makes the final decision about the channel state.



Unfortunately, there may be some malicious mobile users, so cooperative spectrum sensing is vulnerable to malicious mobile users [5]. Malicious users will send false sensing information to disrupt cooperative spectrum sensing, or to gain unfair opportunity to access the channel. In [6], the authors propose the expectation maximization (EM) algorithm to determine the channel state and classify the users. In [7], SUs use energy detection and transmit signal strengths that they have sensed to the fusion center (FC). Based on these signal strengths, the FC decides whether the channel is being used by PUs or not. In [8], the authors propose a joint spectrum access and sensing framework to thwart malicious behaviors for both rational and irrational malicious users. Attack prevention is considered in collaborative spectrum sensing in [9]. SUs send their binary reports about the presence or absence of PUs to the FC. The FC uses the q-out-of-m (OR) rule to decide the channel state. There is another widely used method called reputation-based detection. In [10], the detection of the channel state and malicious radios is carried out in two steps. Firstly, the current channel state is decided based on the q-out-of-m rule. Then, a user will be identified as a malicious user if its past decisions during a certain period are different from the decisions of the FC, beyond a certain threshold. In [11], a reputation metric is defined based on two types of attackers: one kind of attacker sends busy reports when the channel is sensed to be idle, and the other kind of attacker sends idle reports when the channel is sensed to be busy. It is assumed that all honest users are known to the FC. In [12], the authors propose a method for spectrum sensing based on the autocorrelation of the received samples. The method is evaluated by practical experiments. The three most fundamental spectrum sensing techniques—i.e., energy detection-based, autocorrelation-based, and matched filter-based sensing—are examined and evaluated in [13]. Furthermore, compressive sensing has also been researched [14].



In all of the aforementioned literature, centralized algorithms are implemented in the FC. That means that the FC receives the sensing results from users and makes a decision about the channel state based on these sensing results. However, the system may collapse if the FC is attacked by malicious users. Moreover, a centralized system is less flexible for users’ dynamics. In order to overcome the faults of centralized algorithms, some literature has examined distributed algorithms. In [15], the authors focused on the performance analysis of cluster-based heterogeneous vehicular networks, and analysis models of intracluster and intercluster communications are designed based on a Markov queuing model. In [16], a new distributed and cooperative scheme was proposed to detect and classify incumbents and licensed shared-access licensees in a network. The authors proposed a clustering strategy for cooperative spectrum sensing, with the clustering considering the differences in underlying hidden Markov models associated with the detection of distinct licensed users.



In traditional classification, users are simply divided into honest ones and malicious ones. However, users should not be divided into just two classes (honest and malicious). There are two reasons for this. On the one hand, because shadowing, multi-path fading, and other issues may influence the sensing results, honest users may have different sensing results based on the area in which they are located. Based on the sensing results, honest users should be divided into several classes. On the other hand, as malicious users may act differently from one another, they should also be divided into several classes. Some malicious users are always yes, making other users decide that the channel is being used by PUs. Some malicious users are always no, making other users decide that the channel is idle. There may be another kind of malicious user trying to confuse other users under both channel states. Therefore, it is necessary to classify mobile users into more than two classes. Additionally, mobile users such as smartphones and tablets are being used more and more in our daily life. These mobile users can sense the wireless spectrum. Therefore, spectrum sensing tasks can be assigned to mobile users. This is called the crowdsourcing method.



Therefore, mobile users are assigned spectrum sensing tasks by the crowdsourcing method in this paper. Based on other mobile users’ sensing reports, each mobile user makes a decision about the channel state independently. Since there may be some malicious mobile users that send false sensing reports deliberately, for their own purposes, decisions about channel states will be influenced by false sensing reports. Therefore, it is necessary to classify mobile users in order to distinguish malicious users. According to sensing reports, mobile users should be divided into several classes, rather than only two classes (honest and malicious). Due to the lack of prior information on the number of user classes, this paper casts the problem of mobile user classification as a dynamic clustering problem that is NP-hard. The paper uses the interdistance-to-intradistance ratio of clusters as the fitness function for evaluating the clustering effect, and aims to maximize the fitness function. To cast this optimization problem, this paper proposes a distributed algorithm for user classification in order to obtain bounded close-to-optimal solutions, and analyzes the approximation ratio of the proposed algorithm. Simulations show that the distributed algorithm achieves higher performance than other algorithms.



In this paper, the problem of classifying mobile users is studied based on the sensing reports. The main contributions of this paper are summarized below.




	
Considering that there may be several types of mobile user, the paper casts user classification as a dynamic clustering problem without prior information about network parameters. The fitness function is designed for the dynamic clustering problem.



	
The paper proposes a distributed algorithm for user classification to obtain bounded close-to-optimal solutions. Each mobile user, rather than the FC, carries out the process of classification independently according to all sensing reports. Then, the approximation ratio of the proposed algorithm is analyzed with a Markov chain.








The rest of the paper is organized as follows. In Section 2, the system model of user classification is described. In Section 3, the paper proposes a distributed algorithm to solve the user classification, and analyzes the approximation ratio of the proposed algorithm. In Section 4, the proposed algorithm is evaluated by simulation results. Finally, conclusions are shown in Section 5.




2. The System Model


Mobile users are assigned the task of sensing the wireless channel. Then, they broadcast their sensing reports, reflecting the signal strength to others. Each mobile user, rather than a fusion center, makes a decision about the channel state independently, based on the sensing reports.



2.1. Behavior of Different Users


It is assumed that there are M mobile users in the wireless system. Each mobile user senses the channel to find whether the channel is being used by PUs or not. According to energy detection, the sensing outcome of each user follows a Gaussian distribution. For a user i, the sensing result S(i) can be described as
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(1)




where n0 denotes the noise power, pi denotes the signal strength of primary users received by user i, m denotes the number of samples, H0 denotes that the channel is idle, and H1 denotes that the channel is being used by primary users.



After users’ sensing is complete, they will broadcast sensing reports consisting of multiple bits that denote the signal strength they have sensed. Different kinds of users will act differently. The details are described as follows.



For honest users, the sensing reports denoting the signal strength they have sensed will be broadcast without any modification. However, honest users may not all have the same sensing result after spectrum sensing. There are two reasons for this. As honest users may be in different locations, some factors, such as multipath fading, shadowing, and others, may influence the sensing results. If honest users employ different sensing technologies, they may also have different sensing results. Therefore, honest users can be divided into several kinds according to their sensing outcomes.



For malicious users, they modify their sensing results before broadcasting sensing results to others. For instance, one kind of malicious user is always yes, and may change the sensing results to a high value. This means that there are active primary users in the channel. Then, they broadcast sensing reports following modified sensing results to make other users decide that the channel is being used by PUs. Another kind of malicious user is always no, and may change the sensing results to a low value. This means there are no active primary users in the channel. Then, they broadcast sensing reports following modified sensing results to make other users decide that the channel is idle (unused by primary users). There may be the third kind of malicious users who try to confuse other users under both channel states.



In a word, each user broadcasts its sensing report with multiple bits reflecting signal strength, rather than only one bit denoting that the channel is idle or busy. When a user receives sensing reports from others, it needs to classify these reports and makes a decision about the channel state based on the credible reports.



As in Figure 1, there are many mobile users in the cognitive radio networks. Malicious users can be divided into two kinds. One kind of malicious user wants to make the channel state busy, while another kind of malicious user wants to make the channel state idle. Since honest users are in three different locations, they may have different sensing results because of multipath fading, shadowing, or other reasons. Therefore, honest users are divided into three classifications.


Figure 1. Several kinds of honest and malicious users.
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2.2. Problem Formulation


According to user reports, each mobile user needs to distinguish different kinds of mobile users independently. This is a problem of clustering. The main goal of clustering is to maximize both homogeneity within the same cluster, and heterogeneity among different clusters. Without prior knowledge of the system, such as the number of mobile user classes, this becomes a dynamic clustering problem.



After the sensing process is completed, each mobile user broadcasts its sensing report consisting of multiple bits which denote the signal strength. When a mobile user receives sensing reports of other users, it divides all users into several clusters based on these reports. The main goal of clustering is to maximize both the homogeneity within the same cluster, and the heterogeneity among different clusters. Here, the paper uses the Euclidean distance of two users’ sensing reports as the distance between two users. If the sensing reports of two users are quite similar, the two users may be in a same cluster. Otherwise, if the sensing reports of two users are quite different, the two users may be in different clusters. There may be multiple clustering configurations. Each clustering configuration corresponds to a division of all mobile users. The paper aims to obtain an optimized configuration to divide mobile users into several clusters to realize the maximum similarity in the same cluster and the maximum heterogeneity for different clusters.



Let M denote the number of mobile users in the system. For each mobile user, there is only a simple choice as to whether the user is to be a cluster center or not. A clustering configuration f is a vector indicating that the choice of each mobile user, i.e., f = {f1, f2, …, fM}, where fi∈{0, 1}, 0 denotes that the user is a cluster center, and 1 denotes that the user is not a cluster center. This paper defines F as the set of all feasible f. Given a clustering configuration f, the corresponding fitness function Fit(f) is used to denote clustering effect which reflects both the homogeneity within the same cluster and the heterogeneity among different clusters. This paper aims to maximize Fit(f) by choosing a proper clustering configuration f. Fit(f) can be described as
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(2)




where N(f) denotes the number of clusters with the clustering configuration f, and Rf(i) denotes the minimized interdistance-to-intradistance ratio of the ith cluster. The interdistance-to-intradistance ratio is used to measure the relationship between distance within a cluster and that among different clusters. Let ej be the mean distance from users in the jth cluster to the center of the jth cluster, ei be the mean distance from users in the ith cluster to the center of the ith cluster, and mji is the distance between the centers of the jth and ith clusters. Then, mji/(ei + ej) is used to denote interdistance-to-intradistance ratio of the jth and ith clusters. The higher the interdistance-to-intradistance ratio is, the better the clustering effect. Under the clustering configuration f, the lowest interdistance-to-intradistance ratio is used to evaluate the clustering effect of configuration f. Therefore, Rf(i) can be described as
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To obtain optimized clustering, the paper aims to maximize Fit(f) by choosing a proper clustering configuration f. The maximum fitness function can be derived as
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(4)







3. A Distributed Algorithm


From an optimization perspective, clustering can be considered to be one particular kind of NP-hard problem [17]. Therefore, the optimization problem is hard to solve. In this section, a distributed algorithm is designed to implement dynamic clustering.



3.1. Algorithm Description


Initially, each user randomly chooses whether to be a cluster center or not. Then, they broadcast their roles. When a mobile user receives other users’ roles, it obtains the current clustering configuration f. Then, each user senses the wireless spectrum and broadcasts its sensing report to other mobile users. When all mobile users have received other users’ reports, each user chooses the nearest cluster center based on Euclidean distance in order to join the cluster, and calculates Rf(i) (i = 1, 2, …, N(f)) independently. Then, each mobile user generates a random number following exponential distribution, and its mean equals a positive constant C.



All mobile users count down the random numbers following exponential distribution. When the countdown of a mobile user expires, this mobile user may change its current role, i.e., from a non-center to a cluster center, or a from cluster center to a non-center, with the probability pf f’, as described in (5).
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(5)




where β is a positive constant. The mobile user changes its current role following the probability pf f’, or stays in the role with the probability 1 − pf f’. If the mobile user stays in its role, it regenerates a new random number following exponential distribution and counts down. If the mobile user changes its current role, a new clustering configuration f' appears. This mobile user broadcasts the new clustering configuration f' to other mobile users and generates a new random number following exponential distribution to start a new countdown process. When other users receive the new clustering configuration f', they calculate Rf’(i) (i = 1, 2, …, N(f')) and continue their countdown processes. When the countdown of a mobile user expires, the transition probability is calculated based on Rf(i). This implementation is named the Role-Changing (RC) algorithm.



Each mobile user carries out the Role-Changing (RC) algorithm independently. The distributed algorithm is described as follows.



	Algorithm 1: Role-Changing algorithm for user i



	Input β



	1: Mobile user i chooses its role randomly and broadcasts its role.



	2: After user i receives other users’ roles, it obtains the current clustering configuration f.



	3: Mobile user i broadcasts its sensing reports and receives other users' reports.



	4: Then, user i calculates [image: there is no content] independently.



	5: User i generates a timer following exponential distribution and begins to count down.



	6: When the timer expires, user i changes its role with pf f’ or stay in its role with 1 − pf f’.



	7: If user i changes its role, it broadcasts the new clustering configuration f'.



	8: Other users calculate [image: there is no content] under the new clustering configuration f'.



	9: User i generates a new timer following exponential distribution and begins to count down. Then, it repeats step 6–9.





when a mobile user implements the RC algorithm, it can classify mobile users into several classes. It is assumed that there is one kind of honest user, with more members than any other kind. A mobile user will choose one class with the largest number of users as honest users. Then, the user makes a decision about the channel state based on these honest users’ reports. Each user could calculate the average signal strength based on these honest users’ reports. Let Th denote the pre-defined decision threshold. If the average signal strength is higher than the decision threshold, the user decides the channel is being used by primary users. Otherwise, the user decides the channel is idle.




3.2. Analysis of Approximation Ratio


The approximation ratio is defined as the maximum fitness function in the proposed algorithm to that in theory. Here, a Markov chain is used to describe the transition among clustering configurations in the system.



According to the Role-Changing (RC) algorithm, each clustering configuration f corresponds to a state in the system. Therefore, there are finite states in the system, and the number of states equals | F | where F is the set of all feasible f. Each clustering configuration is reachable from any adjacent state by one-step transition. Then, the stationary distribution of the Markov chain is calculated.



Let M denote the number of mobile users in the system and Wf f' denote the probability that the system moves to state f' from state f after count-down expiration. In the RC algorithm, a mobile user changes its role following the probability pf f’ in (5). Therefore, Wf f' can be obtained.
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(6)





The probability pf f’ denotes the probability that a mobile user will change its current role, while Wf f' denotes the probability that the system moves to the state f' from the state f. When there are M users in the system, the probability that the user is chosen is 1/M. Therefore, the probability that the system moves to state f' from state f is pf f’/M. According to the RC algorithm, each mobile user counts down following an exponential distribution that is memoryless. As each mobile user counts down with the rate 1/C, the rate of the system count-down expiration is M/C. Then, the transition rate qf f' from state f to state f' can be obtained.
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(7)





Let [image: there is no content] be the stationary distribution under state f. The detailed balance equation should be satisfied as follows:
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(8)
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(9)





From (8) and (9), the stationary distribution [image: there is no content] of the Markov chain can be obtained.
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(10)





The stationary distribution [image: there is no content] can also denote the percentage of the time that the system is under the cluster configuration f. It happens to be the optimal solution of the problem expressed as in (11).
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(11)




where β is a positive constant.



Using the stationary distribution [image: there is no content] in (10), the optimal value of (11) is
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(12)





The aforementioned analysis means that the distributed algorithm can obtain the optimal value of the optimization problem in (11). Let [image: there is no content]. From (12), it is obtained that




γ=1βlog(exp(βmaxf∈FVf)∑f∈Fexpβ(Vf−maxf∈FVf))≤1βlog(exp(βmaxf∈FVf)|F|)=maxf∈FVf+1βlog|F|=maxf∈F1N(f)∑i=1N(f)Rf(i)+1βlog|F|



(13)





Let the approximation gap denote the difference between the maximum fitness function in the proposed algorithm and that in theory. Then, the approximation gap of the proposed algorithm can be obtained.
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(14)




where | F | denotes the number of all clustering configurations.



Therefore, the maximum approximation gap, meaning the upper bound of the approximation gap, can be derived. It can be obtained as
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(15)





According to Formulation (15), the approximation gap approaches zero when β approaches infinity. This means the distributed algorithm is more accurate with larger values of β.





4. Simulations


In this section, the results of the distributed algorithm are compared with those of the reputation-based classification [10]. With reputation-based classification, users are classified into two kinds of users (honest and malicious). The reputation method is related to the duration T. That means that the sensing reports in the duration T are collected to evaluate the reputation of users. Based on their reputation, the classification is carried out. The average solution is derived by running the algorithm 500 times. The parameters are described as follows. The sensing region is a circular region with a 100 m radius. The sensing region is equally divided into three sub-regions. All users are located in the region randomly, and employ energy detection. The sensing outcome of each user follows a Gaussian distribution. In each sub-region, the sensing results of mobile users may be different from mobile users’ results in other sub-regions because of multipath fading and shadowing. Therefore, there are three kinds of honest users.



Let M denote the number of mobile users. β is set to 20 and 30. As M varies from 10 to 18, Table 1 shows the approximation gap of the proposed RC algorithm. As shown in Table 1, it describes the approximation gap of the proposed algorithm increases as the number of mobile users increases. When there are more mobile users, | F |, equaling 2M, will increase. Therefore, the approximation gap increases as | F | increases. In addition, it is also shown that the larger β is, the smaller the approximation gap is. This means the distributed algorithm is more accurate with larger values of β.



Table 1. The approximation gap of the distributed Algorithm.







	

	
M

	
10

	
12

	
14

	
16

	
18




	
β

	






	
20

	
0.34

	
0.41

	
0.48

	
0.55

	
0.62




	
30

	
0.23

	
0.27

	
0.32

	
0.36

	
0.41










It is assumed that there are two cases of malicious users. In the first case, there are two kinds of malicious users. One kind of malicious user always tries to make the channel state busy, and the other kind of malicious user always tries to make the channel state idle. This case is depicted in Figure 1. In the second case, there is only one kind of malicious user, where malicious users try to confuse the decision under both channel states.



The misclassification rate is defined as the ratio of mistakenly judging one kind of user to be another kind. The performance of the classification is shown in Figure 2 and Figure 3. As shown in Figure 2, the misclassification rate varies with T when there are 20 users. Figure 3 depicts the estimation error regarding the channel state when there are 20 users. From Figure 2 and Figure 3, it can be seen that the accuracy of estimation and user classification improves with T and the distributed algorithm (RC) outperforms the reputation-based method. In [10], the authors proposed the reputation-based method to classify users into two kinds. The method is not capable of classifying users into more than two classes. Therefore, there is no misclassification of reputation-based method about the first case in Figure 2.


Figure 2. Misclassification as a function of T.
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Figure 3. Estimation error as a function of T.
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5. Conclusions


This paper studies user classification in order to distinguish malicious users. Due to the lack of prior information on the number of user classes, this paper casts the problem of mobile user classification as a dynamic clustering problem that is NP-hard. To carry out user classification, we designed a distributed algorithm to obtain bounded close-to-optimal solutions, and analyzed the approximation ratio of the proposed algorithm. Simulations show that the distributed algorithm achieves higher performance than other algorithms. In this paper, it was assumed that all users are always in the sensing area. Therefore, the number of users is invariable and the mobility of users is not considered. In the future, the case that users could enter and leave the sensing area should be studied.
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