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Abstract

:

This research proposes a gaze pointer-based user interface to provide user-oriented interaction suitable for the virtual reality environment on mobile platforms. For this purpose, a mobile platform-based three-dimensional interactive content is produced to test whether the proposed gaze pointer-based interface increases user satisfaction through the interactions in a virtual reality environment based on mobile platforms. The gaze pointer-based interface—the most common input method for mobile virtual reality content—is designed by considering four types: the visual field range, the feedback system, multi-dimensional information transfer, and background colors. The performance of the proposed gaze pointer-based interface is analyzed by conducting experiments on whether or not it offers motives for user interest, effects of enhanced immersion, provision of new experience, and convenience in operating content. In addition, it is verified whether any negative psychological factors, such as VR sickness, fatigue, difficulty of control, and discomfort in using contents are caused. Finally, through the survey experiment, this study confirmed that it is possible to design different ideal gaze pointer-based interface in mobile VR environment according to presence and convenience.
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1. Introduction


Virtual reality (VR) is a technology that provides immersive experiences similar to reality to users in virtual environments by stimulating the user’s senses in virtual spaces. VR technologies including computer graphics have been rapidly developing, and a wide variety of new VR equipment have become available, such as the head-mounted display (HMD), hardware from Leap Motion and Virtuix Omni, and 360    ∘    VR-ready cameras. These VR technologies are used in education and various other fields, including health care, and contents that can increase user satisfaction and immersion have been developed [1]. With high-end smart devices becoming more developed and more easily accessible to the general user, many mobile platforms for VR are becoming available. As a result, VR contents for mobile environments have been developed in a large number of areas such as education, tourism, and medicine.



A display device such as the HMD is required for users to view VR contents’ visual information with a realism that allows user immersion. In the case of mobile platforms, the display is a binocular parallax screen and content is transmitted in such a way to a mobile-specific HMD as to create a scene with stereoscopic perception. A key advantage of a mobile device is that it allows a general user to obtain an HMD easily and immediately experience a variety of visual information, anywhere. At present, to expand the user’s activity range and roles, and to facilitate immersive interaction, new input processing techniques are increasingly necessary. As the input processing techniques of a VR system is similar to that of game interfaces, a gamepad such as the Xbox 360 Controller (Microsoft, Redmond, WA, USA) can be readily incorporated as the input technique into 3D VR systems. When an input technique optimized for VR content is required, an exclusive controller such as Samsung’s Rink (Suwan, Korea) is used. In addition, a variety of VR equipment, ranging from the Leap Motion (Leap Motion, Inc., San Francisco, CA, USA) hardware to the data glove that controls the finger movements of users to the treadmill that maximizes the user’s immersive experience based on motion perception, are used as input processing techniques. When viewed from the portability aspect of mobile platforms, an additional device may serve as a pressure element, such as a high price, specification, and integrated development environment. For this reason, most mobile VR applications use gaze as the default input method. Lee et al. [2] also found that the input method, using gaze in the mobile platform VR, helps improve the user’s immersion through the survey experiment comparing with the controller such as gamepad. In terms of convenience to the users, the gamepad has advantages, but if its application in VR considers the element of presence based on immersion, then it is necessary to use the gaze pointer appropriately. However, in most applications and studies, gaze is a simple input function that selects menus or objects, but does not consider them as important factors that improve immersion and presence in VR. In other words, it is necessary to design an interface that is specific to the mobile platform on the basis of gaze, and to study the presence of VR with positive or negative influence on the actual user’s psychology.



Several researchers (including Hayhoe et al. [3]) have demonstrated that gaze is the most important factor for people and virtual objects interacting in a virtual space. In addition, studies have been conducted to prove that the gaze model enhances the user’s concentration and presence in a virtual environment [4,5]. Therefore, gaze must be considered as a primary factor in the design of an input processing technique suitable for mobile VR environments. Thus, this study focuses on interaction using only gaze, and proposes a method to provide users with highly immersive mobile VR environments. In this study, we design an interface by classifying the process from the user’s perception of the environment and using the gaze pointer to achieve the objective through the stated behavior in the mobile VR environment. The proposed interface is classified by interacting with the virtual object or the environment from the range of recognizing the virtual space through gaze pointer, and displaying the information generated in the process. This study also adds the color that is continuously transmitted through the gaze pointer as an interface element. Based on this, the proposed gaze pointer-based interface is designed with four types of interfaces: visual field range, feedback, information transfer and background color. The four types of user interfaces that constitute the proposed gaze interaction are detailed as follows:




	
The effects of the user’s gaze range in the interaction with the VR content are analyzed.



	
A feedback system is designed that selects a virtual object by dividing it into the four components of sound, transparency, circular slider (e.g., gazefuse), and button user interface (UI) based on the gaze pointer-based user interface.



	
The information transfer of the virtual space determines the user’s psychology during the interactive process, based on the separation of the process into 2D and 3D.



	
The effects of the background color on the user’s immersion and concentration in a VR environment are analyzed using color psychology.








The proposed four types of user interface for gaze interaction are subdivided into 12 experimental cases. Through a survey experiment, this study conducts a satisfaction analysis for all the cases, considering both the positive and negative factors. In addition, we confirm the meaningful relation between presence, which is an important factor in mobile VR, and the proposed interface. Through this process, we propose a novel direction for the design of optimized gaze interaction in mobile VR environments.



Section 2 presents the related research on the user interfaces for VR, visual element analysis, and study of psychological analysis. In Section 3, the method used for producing interactive VR content needed for the gaze pointer-based user interface designed in this study is explained. In Section 4, the core technique for the gaze pointer-based interface proposed in this study is explained. Section 5 describes the experiments used for the proposed method. Section 6 presents the conclusions and future research directions.




2. Related Works


Several VR technologies that provide a realistic experience by stimulating the user’s senses in a 3D virtual space using interactive content have been designed and developed. In the 1960s, Sutherland [6] conducted a study on an HMD system, suggesting that a user may experience a visual sense, which showed in the study results that a variety of visual effects in the HMD could give users a sense of immersion and realism. Since then, additional research about haptic systems and motion platforms which deliver to users a physical response belonging to a virtual world [7,8,9,10] has been conducted. Research that enables the production of interactive VR content in better and more realistic environments are also ongoing [11,12]. For example, to provide presence in VR by narrowing the gap between the virtual and real, studies that reflect the user’s hand and the user walking have been proposed [13,14]. Moreover, a study [15] has been conducted to analyze the impacts on life in general through various approaches such as psychology, neuroscience, and social phenomena.



Recently, as HMD mobile has become more popular, VR contents using a 360    ∘    image provide the user with a stereoscopic perception and new experience [16]. In virtual space, for a user to be able to have an interesting and immersive interaction with virtual objects or the virtual environment, an input process technique that suits the platform used is essential. Even though a user interface of the VR can increase interest and immersion, it can also be a factor that interrupts the immersion instead; hence, the interface should be designed with caution. Richards et al. [17] compared the effect of learning between a 2D simulation tool and the 3D virtual world, and the study result showed that with regard to the “learning effect” produced by information transferred to the user, the objects generated by a 2D model affected better learning than the 3D objects. In addition, it was analyzed and confirmed that in the interface composed of images or menus, buttons that have been generated by 2D resulted in relative ease for user immersion and manipulation compared to data composed of a 3D object [18], and it was confirmed that providing the user with a 2D graphical user interface (GUI) with a window scheme inside the 3D virtual space gave the user faster and more accurate selection and convenience [19].



In the case of mobile VR platforms, mobile devices had to be placed within the HMD, as the methods to process the input is relatively limited. For this reason, the user’s gaze is mainly used in simple VR content. During their study on the eye–hand coordination in object manipulation, Johansson et al. [20] discovered that the user’s perception of the virtual space starts with the gaze feature points. Pelz et al. [21] analyzed the visual perception process by monitoring the participant washing hands. As for the first step where the user starts to interact in a VR environment, it can be seen that it starts from a gaze. Many studies have been conducted to implement the immersive interaction by designing a 3D interface with gaze tracking in a VR environment [22,23]. Thus, gaze is a simple but core element of perception and interaction in a VR environment. In this regard, Kokkinara et al. [24] analyzed the presence of users in VR using various approaches, including viewpoints. In addition, the effects of the gaze model using avatars on user concentration and immersion in the environment were studied and analyzed [4,5]. This study aims to analyze immersion and presence by designing the interaction using gaze from the perspective of the application as a user interface of several steps.



Sometimes in VR environments, factors causing severe resistance to users exist because there is certainly a difference in comparison to the actual environment. Kolasinski [25] studied the factors that generate motion sickness—a core component that interferes with user immersion in the virtual environment. The study analyzed the factors that cause motion sickness by breaking down the user’s individual characteristics, such as age and experience, measured simulation mechanisms such as content refresh rate and frames per second, and the time and manipulation degree of contents. Since then, studies have been conducted to analyze whether the user’s posture while viewing VR contents or the visual elements transmitted via the HMD are interfering with the immersion experience [26,27,28,29,30]. When approaching with the same concept, the user interface can be an important factor in increasing immersion and convenience; nevertheless, it may even be a factor that causes motion sickness and the like. Kim et al. [31] have studied the fatigue that occurs when the user experiences difficulty while operating the input processing techniques commonly used in currently available VR input devices. The more difficult it is for the user to interact, the more they are fatigued; this can be an interruption to an immersive experience. Therefore, a user interface that provides a compromise between user convenience and user discomfort is needed. Therefore, this study also proposes a mobile platform VR environment which is ideal for users by carrying out a questionnaire experiment to analyze users’ immersion, presence, and VR sickness for all cases of the proposed user interface for gaze interaction.



This study thus implemented an interactive VR content suitable for the mobile environment, and in a variety of methods, designed a gaze pointer-based interface that can easily provide interaction with a virtual object while increasing the user’s interest and immersion during the interaction process. Regarding the four types of the proposed gaze pointer-based interface, experiments and analysis have been carried out with general users as the subjects of study. By considering the factors related to interest, immersion, usability, VR sickness, dizziness, etc., an innovative mobile user interface for a VR environment is presented.




3. Interactive Virtual Reality Contents


This study aims to produce interactive 3D content based on mobile VR, and proposes a gaze pointer-based interface that arouses interest, provides an enhanced immersion, and allows convenient manipulation. For this, interactive 3D content to be used for the experiment is produced first. To analyze the utilization of the proposed gaze pointer-based interface, selecting the content that can appropriately reflect user interaction is necessary. Lee et al. [2] derived the experimental result that it is suitable in terms of concentration and tension to select a board game with memory as VR contents. Thus, in this study, interactive content that can interact with the virtual object using user’s memory in a VR environment is produced.



Progress flow of the content is as follows:




	(1)

	
By randomly selecting one of the 15 objects consisting of three colors and five shapes, we then generate them in the virtual space one-by-one. The user memorizes the object that was generated in order.




	(2)

	
Once the objects are generated in order, 15 objects are arranged randomly on the table in the face of the user (make sure they do not overlap) .




	(3)

	
The user selects the objects one by one in the order in which they appeared using memory, from the 15 randomly arranged objects.




	(4)

	
Determine whether the objects selected in order match the answer and deliver the results.









Figure 1 illustrates flow of the proposed content. The algorithm of Lee et al. [2] was used for (1) the automatic generation method of the memory object and (2) the random placement of non-overlapping objects. While going through the process of (1) to (4), the need for an interface that allows the user to interact with a virtual object and to receive information exists; therefore, it is important to design the optimized interface for user-oriented interactions.



We constructed a development environment by integrating Google VR Software Development Kit (Google VR SDK, Google, Mountain View, CA, USA) with the Unity 3D engine in order to produce the interactive content for use in a VR environment for a mobile device. The Google VR SDK provides a core element (GvrMain) for rendering the binocular parallax scene passed through the HMD based on the user’s head movement to match the Unity 3D environment. As shown in Figure 2, GvrMain prefab helps to render the mobile screen by dividing the image to be transferred to the left eye (Main Camera Left) and right eye (Main Camera Right). Here, as the mobile device is attached to the HMD, the motion of the user’s head represents mobile device motion, and provides the element (Head) that could correspond the mobile location and the rotating motion information with the user’s head motion. The binocular image remains consistent with the moving orientation of the user’s head, and is rendered by the HMD, so that the image has a stereoscopic perception.




4. Gaze Pointer-Based Interface


4.1. Interface Overview


Including the proposed content, in any typical interactive VR content, the interactive process with the user is important in order to send and receive the information necessary to proceed with content. Provide to the user the information necessary to proceed with content, and the user can comprehend the purpose from the information and interact with the virtual objects. During the interactive process, the content determines whether the process result is right or wrong, and then the content provides the user with the process result again. In the mobile VR application, the user recognizes and acts on this sequence of processes, primarily by using the gaze pointer. Therefore, it is necessary to design an interface that is most suitable for each situation in the mobile VR environment and provide this interface to the users. In this study, a gaze pointer-based interface is designed and proposed by dividing it into four types, according to the content’s progress flow. Figure 3 illustrates the proposed interface of four types. VR content provides a user with an experience as if they are present within the virtual space, and the visual field range includes the entire space. At this time, the verification of whether the adjustment of the visual field range assists the user’s interaction should be designed as the first interface type. The second type is the feedback system to ensure that the user’s action is made exactly in the interactive process between the user and the virtual object. The feedback is provided in various methods depending on the purpose of the content. In this study, the feedback system is configured into four components, and it aims to design a system suitable for the VR environment through experiments. The third type is the interface on which the user checks the information, and generally uses a method that places a 2D sprite on the screen. If the information can be confirmed by using a 3D object, multi-dimensional information will be designed to determine whether it can increase the realism of the VR content. Finally, design which considers the effect of the virtual space’s background color on the content’s progress is the fourth type.




4.2. Visual Field Range


In the VR environment, the user’s field of vision wearing the HMD becomes the entire virtual space. Due to this, unlike typical 3D interactive content, VR content can provide the feel of immersion and realism. In general, there is no limitation of space when placing the 3D virtual objects constituting the scene. However, for interface objects that communicate information to the user, the visual field is a major factor. If the information required for processing the content escapes outside the visual field and cannot be identified, then it could become a critical problem.



This study designs the visual field from two viewpoints. First, when the visual field has expanded into the entire virtual space, and if the user does not miss any important information, then we consider whether the interaction may have a positive effect. Next, we consider whether it helps to limit the VR visual field to that of the user’s gaze and that limit supports the user-oriented interaction. Figure 4 illustrates the two proposed visual field ranges.



As in the content progress flow, Figure 4a shows the visual field expanded to the entire virtual space during the process of randomly generating one of the 15 objects in the virtual space used to test the user’s memory. That is, without any correlation to the user’s gaze, a memory object may be created in the entire virtual space. As mentioned earlier, if the object needing to be remembered is not recognized, then this makes a problem with the content progress. Thus, for the smooth progress of the content, the object memory process should be separated step-by-step from the entire visual field range. Thus, Table 1 represents this: the user recognizes the location of the generated memory object by hearing the sound, and proceeds after validation of the generated object with the user’s gaze. With this method, the necessary information cannot be missed.



Figure 4b is to limit the generation location of the object within the gaze range. The user’s gaze is looking at the entire virtual space freely, but the actual location where the memory object is generated is limited to the gaze area. In this case, even though the user is looking at the virtual space, the necessary information is not missed. However, the user may experience less since they are not experiencing the entire space compared with the first case.



In the process of designing the VR content, the maximum visual field range was tested and analyzed by studying whether it could be expanded to provide better and more immersive interactions, or adversely affect interaction (such as VR sickness). Designing a systematic visual range is also an objective of this study.




4.3. Feedback System


The core of the interface is to send and receive the correct information without discomfort to the user during interaction. This requires the interface to configure the feedback system. In general, the process of selecting the menus in the VR content uses a feedback method that uses the gaze and the slider GUI. However, when interacting with the 3D object and not with the menu, diverse approaching is possible. This study aims to design the feedback system based on interactions with the 3D virtual objects by dividing into four components. This is shown in Figure 5. The feedback system is implemented by dividing into the four components of sound, transparency of 3D objects, circular slider (e.g., gazefuse), and button UI to implement.



During the content’s progress flow, once the user remembers the randomly generated objects, the user tries to get the correct answer by selecting one of the 15 objects spread on the table according to the order of memory. At this time, the process to match the correct answer is provided as the four-component feedback system. The feedback system first starts with the process of the user selecting a remembered object through the gaze. The process of selecting an object through the gaze is as follows. First of all, the direction the camera is facing (provided by Google VR SDK)—in other words, the user’s gaze is represented by rays. In addition, the presence or absence of the positioned objects is determined through collision detection of the rays with the object. Set an arbitrary point (reticle) at the point where the rays of gaze reach to express exact orientation of the user’s gaze in virtual space. In addition, by using the Unity 3D function (Physics Raycaster), which automatically calculates the rays heading toward the front of the camera from the position of the camera, accurately represent the point where the gaze is directed.



The user looks at the desired object for a certain duration using gaze, and then receives feedback confirming the choices made. A signal must pass to the user that until the object is selected, the current operation is being conducted normally for a period of time. This study utilizes a sound-effect as the feedback system for this. When the user selects an object through the gaze, the sound is delivered to the user for a certain period of time. Through this process, the user becomes aware that currently, the user is at the process where the object is being selected. The second component is the transparency effect, and at this step the transparency of the selected object is controlled for a defined time from the first point in time the object is viewed. This can be seen as an interface for a realistic interaction applied with the visual effect of 3D objects. The third component is the circular slider. This is a method that allows the user to be aware of time by expressing the passing of time by a circular 2D slider. This method is used frequently in other VR content, and this study aims to verify whether approaches other than this feedback system could help the user interaction. The last component is the button UI method, where without forcing the user to wait for a certain period of time, it lets the user direct the selection. If the user looks at the object of selection, the button gets activated above the object, and when the selected object is correct, the user uses gaze to select by looking at the selected object one more time. This method can remove the waiting process where the user has to wait for a certain period of time, but it may come with the inconvenience of the user making a selection one more time. Algorithm 1 shows the core code for the four-component feedback system.






	Algorithm 1 Four-component feedback system.



	
	1:

	
   m o d  e  f b   ←    feedback system mode.




	2:

	
selectTime ← object gazing time record value.




	3:

	
procedure feedback system process(   m o d  e  f b     )




	4:

	
    select memory object using gaze.




	5:

	
    if    m o d  e  f b   = b u t t o n _ u i    then




	6:

	
        above the selected object, button UI activated.




	7:

	
        click the activated button, feedback terminates.




	8:

	
    else




	9:

	
        check gazing time using selectTime.




	10:

	
        if selectTime < defined time then




	11:

	
           if    m o d  e  f b   = s o u n d    then




	12:

	
               play object selection sound.




	13:

	
           else if    m o d  e  f b   = t r a n s p a r e n c y    then




	14:

	
               reduce object’s transparency according to selectTime




	15:

	
           else if    m o d  e  f b   = c i r c u l a r _ s l i d e r    then




	16:

	
               control circular slider clockwise according to selectTime.




	17:

	
           end if




	18:

	
           selectTime accumulate the time value.




	19:

	
        else




	20:

	
           selected object feedback terminates.




	21:

	
        end if




	22:

	
    end if




	23:

	
end procedure















4.4. Multi-Dimensional Information


During the process of selecting the object that the user remembers according to the sequence, the interface is needed so that it carries information of the selected object and then displays it on the screen. Much like in the case of games, 3D interactive content uses primarily 2D sprites to display information such as the item and score on the bottom of the screen (or elsewhere). To determine whether the information transfer methods can also be used as an important factor in the user interaction in VR environment, other than the traditional 2D method, the 3D interface method is also designed, and will be compared in this study. The 2D information interface is a method that uses Unity 3D’s sprite function to find a sprite corresponding to the index of the user’s selected objects and then lists them in order at the location specified. Algorithm 2 shows the process of generating the 2D sprite interface by using the index of the selected object.






	Algorithm 2 2D information interface utilizing sprite.



	
	1:

	
   s e l _ i d x ←    index of the selected object by the user.




	2:

	
   s e l _ c n t ←    number of selected objects.




	3:

	
store 2D sprite of 15 objects in    A r r a y _ 2 D S p r i t e   .




	4:

	
store the location of 2D sprite that will be generated in    A r r a y _ O b j   .




	5:

	
procedure 2D information transfer interface(   s e l _ i d x , s e l _ c n t   )




	6:

	
       A r r a y _ O b j   (   s e l _ c n t   ).sprite =    A r r a y _ 2 D S p r i t e   (   s e l _ i d x   )




	7:

	
       s e l _ c n t + +   




	8:

	
end procedure














Next is the method to configure the interface using the 3D objects. If the content flow and composition utilized by the 3D objects satisfy the conditions to compose the interface, then we can determine whether the use of 3D objects is effective. Since the interactive content of this study needs to display the selected objects in the user’s memory procedure, it is possible to configure the selected objects for a 3D interface. The 3D interface is implemented in the same way as if the user is directly moving and placing the selected objects on a table. Algorithm 3 shows the procedure of the user’s generation of the selected objects in the determined location of the table in order, and Figure 6 shows the proposed multi-dimensional information interface. The 3D Interface shall be implemented by using Unity 3D’s prefab function and the object duplicate function (instantiate function).






	Algorithm 3 3D information interface utilizing virtual object.



	
	1:

	
   s e l _ i d x ←    index of selected object by the user.




	2:

	
   s e l _ c n t ←    number of selected objects.




	3:

	
Store the 3D Objects of 15 objects in    A r r a y _ 3 D O b j   .




	4:

	
   p o s _ i n i t ←    initial position of 3D object that will generate (3D vector).




	5:

	
   p o s _ o b j ←    position of 3D object that will generate from selected object.




	6:

	
   p o s _ o b j = p o s _ i n i t   




	7:

	
procedure 3D information transfer interface(   s e l _ i d x , s e l _ c n t , p o s _ i n i t , p o s _ o b j   )




	8:

	
    list the 3D Object by 2×4 structure.




	9:

	
       p o s _ o b j . x + =    regular intervals.




	10:

	
    Instantiate(   A r r a y _ 3 D O b j ( s e l _ i d x ) , p o s _ o b j   )




	11:

	
    if    s e l _ c n t = 4    then




	12:

	
           p o s _ o b j . x = p o s _ i n i t . x   




	13:

	
           p o s _ o b j . z + = s t e p .   




	14:

	
    end if




	15:

	
end procedure















4.5. Background Color


The final type among the four types of interface of the present study is regarding the background color. The background color is a relatively indirect element compared to the previous three types. However, it can be a factor for controlling the interaction in the VR environment. A variety of studies have been conducted for the color’s impact on the users’ immersion level and psychology when the users experience the content. For example, Banu [32] showed that the bright colors such as green mitigate the negative factors such as eye-fatigue and motion sickness. Moreover, color plays the role of expressing favor and repulsion from people, and it helps people to be aware of their various emotions (e.g., bright colors help to lift the user’s emotion) [33]. As such, because the color affects the user’s emotions, this study aims to implement the background color as one of the types of interface that increases the user’s interaction.



By dividing the interface background colors into four, identifying and organizing the emotions according to each color, and then setting these as background colors for the proposed interactive content, this study aims to analyze the emotion users feel through experiments. Table 2 provides a summary of the type and emotions of the background colors used in this study [32,33].



The results of setting different background colors in the same VR environment are shown in Figure 7.





5. Experimental Results and Analysis


5.1. Environment


For the implementation of immersive 3D content production and VR technology proposed in this study, we used the Unity 3D 5.3.4f1 (Unity Technologies, San Francisco, CA, USA), and Google VR SDK (gvr-unity-sdk, Google, Mountain View, CA, USA), and the PC environment used to develop was equipped with the Intel (R) coretm i5-4690 (Intel Corporation, Santa Clara, CA, USA), 8 GB random access memory (RAM), and a Geforce GTX 960 GPU (NVIDIA, Santa Clara, CA, USA). In addition, the mobile device used for the experiment was the Samsung Galaxy S6 (Suwan, Korea), as well as a Baofeng Mojing 4 (Beijing, China) HMD.



The experiment was performed largely divided into two steps. First, the proposed VR based interactive content was effectively produced, and verified that the gaze pointer-based interface of the four types all operate accurately. The overall process flow of interactive content was the same regardless of the interface. It was configured as the first scene that indicates the start of the content and the game scene where the figures to be memorized are randomly placed for the user to answer correctly, and the process of checking correct answers. During this time, each interface suitable for content progress flow was variously implemented, centering on the user, to reveal their differences. From Figure 8, one can see the progression of the mobile VR-based interactive content (Supplementary Video S1).



In the following section, the effect of the gaze pointer-based interface proposed in this study on the actual user’s psychology is experimented on and analyzed. In this study, the gaze pointer-based interface is divided into the four types of visual field range, feedback system, multi-dimensional information, and background color. Then, each of those four types are segmented into a total of 12 cases. Based on the proposed interactive content, the experiment was carried out through the survey of the user interface. The survey is divided by negative factors such as VR sickness, fatigue, and inconvenience, along with positive factors such as immersion, convenience, and interests. The survey was conducted by selecting a total of 35 participants, whose VR content experience ranged from novice to experienced users who are 12 to 89 years old. Figure 9 shows the operation process of the produced mobile platform-based VR content and the scenes from the users experiencing it. The experiment was conducted in the same environment for all participants. Users who participated in the experiment selected one from the positive and negative responses for each interface, and recorded the score of one to five points. The positive factors were constructed in organized items of the sense of immersion, interest arousal, convenient control, and new experience; the negative factors were constructed in the detailed items of VR sickness, fatigue, discomfort, and inappropriateness for VR content. In addition, when the score was high, the intensity for the item was shown as strong.




5.2. Satisfaction


The first is an experimental comparison of the visual field among the gaze pointer-based interfaces. The visual field was designed and divided into two components: expand to the entire range of space; limited to the range of gaze. Thus, the responses to both visual fields were checked. Figure 10 shows that when the entire space was set up as visual field, 62.8% of respondents indicated that they felt positive; 89.1% gave a positive answer for the limited visual field range. The average satisfaction score of the interaction from people who positively answered was 3.7 points when visual field range was determined as the entire space, and 4.1 points when visual field range was determined as limited within the user’s view volume. Thus, it can be seen that limited visual field’s satisfaction is higher in interaction. Looking at the details, the limited visual field range provided convenience to users. Additonally, when the entire space was set as the visual field, it helped the users to have more interest. However, when the visual field was expanded to the entire space, it caused VR sickness.



Next are the results of the experiment for the feedback system consisting of four components. First of all, the respondents were asked to record their priority rank for the four feedback system components, and then they were asked to check the reactions for each system. As one can see from Figure 11, the circular slider and transparency change received the highest preference, the sound came next, and button UI came last. In terms of statistics, those who answered positive feedback system for the circular slider and transparency change represented 85.7%—the highest ratio. The sound was the highest, with 4.2 points in terms of satisfaction of interaction. When this was analyzed—the circular slider being the generally used feedback method in many VR contents—it gave convenience to the user. In contrast, because transparency uses the 3D object as the feedback, it relatively increased the users’ interest and immersion, and provided a new method. However, transparency was found to be the only method that caused VR sickness. It was determined that the 3D UI could induce higher user interest and immersion, but it caused VR sickness for those users who were not familiar with the VR content. Sound is a different feedback method than the circular slider, and does not demand 3D feedback from the users like a 3D object does, so it can draw out interests and enhance immersion but does not cause VR sickness; thus, it showed higher user satisfaction. Button UI was to provide an environment in which a user can select rather quickly, but received a low satisfactory response due to great user discomfort.



The following experiment is a comparative study for the multi-dimensional information transfer interface. In general, respondents familiar with interactive content (e.g., in games) are familiar with the 2D interface. When viewed in this way, the response result of the 3D interface becomes an important point. It can be seen in Figure 12 that out of all the respondents, 89.1% responded positively to the 2D and 3D information. The satisfaction point of the interactions also reached a score of 3.9 for both. Using both methods, the users felt that the interaction was fully satisfactory. When looking closely, the important point is that the 2D interface was similar to the existing interface, which provides convenience to the user. However, the 3D interface aroused user interest because it was a new method. In addition, the method can generate VR sickness for some users. In addition, it was confirmed that the 3D method could also cause VR sickness in a portion of the users.



Lastly comes the experiment designed to study the effect of background color on the user’s emotion. This experiment was set up with four different sets of color patterns in the background, and the user was asked to rate the color patterns with a point score. The experimental results showed preference in the order of black, blue, green, and lastly white. Black backgrounds were preferred because it caused less eye fatigue, and made it easier to focus. The blue background was placed second because it contrasted well with the content’s objects for smooth content procedure, was easier on the eyes, and was easier to focus with. Green and white were recognized as colors that caused relatively more fatigue of the eye, and hindered focus on the objects (Figure 13).



The proposed gaze pointer-based interface was designed in many ways, and test results show that gaze pointer-based interface design method in mobile platform VR content—which has a great deal of limitations in input processing technique—had different effects on interaction satisfaction rates. The 2D interface that is primarily used in the existing VR content was found to provide convenience, due to its relatively familiar environment. If the interfaces or VR environment were expanded into a 3D VR environment, it induced the user’s interest and enhanced immersion, giving higher satisfaction in comparison to the 2D environment. However, it was found that the interface should be designed carefully because it can cause VR sickness among users who are not familiar with the VR environment. At this time, if sound is properly utilized, it can be the element that compensates for the drawbacks of the 3D virtual interface, and also boost user interest and immersion. Lastly, with focus on the background color, one should consider the overall color pattern constituting the content, so that the user can easily focus and have an immersive experience in a comfortable environment.




5.3. Presence


Next is a questionnaire experiment to derive accurate and reliable results for presence, which is an important element of VR application. The presence questionnaire items from Witmer et al. [34] were used to analyze the presence, convenience, and accuracy of each of the four types of user interface for the proposed gaze interaction, using an objective questionnaire. After the same participants experienced each of the four types of user interface, the answers to the following two questions were recorded as in the previous experiment: first, the question regarding presence ((a) “How much did the visual aspects of the environment involve you?”); and second, the question of convenience and accuracy in the interaction process ((b) “How well could you move or manipulate objects in the virtual environment?”). The responses to the two questions were recorded in the range of 1 (Not at all) to 7 (Completely).



The first survey confirmed the response to the visual field range consisting of the entire space and the limited visual field. Figure 14 shows the results of the surveys on the visual field range. First, analysis of the presence of the visual field range shows that it is better to set the entire space (average: 6.37) than the limited visual field range (average: 5.94) (Figure 14a). However, in terms of convenience and accuracy in recognizing objects in the virtual space, the limited visual field range (average: 6.40) provided better satisfaction (Figure 14b). To obtain statistically significant results, the Wilcoxon test was performed on the basis of the questionnaire, and the significance probabilities (p-value) of the two graphs were calculated as 4.0794 × 10     − 3     and 2.4733 × 10     − 5    , respectively. In other words, the null hypothesis was dismissed and the analysis showed that the entire space was convenient in presence, and the limited visual field range was different from the accuracy.



Next, the experimental results for the feedback system of four components are discussed. Figure 15 also showed a high value of transparency (average: 6.31, 6.32) as from the results of the satisfaction surveys (Figure 11). Then, the circular sliders (average: 6.16, 5.78), sound (average: 5.94, 5.62), and button UI (average: 4.80, 4.47) were recorded in order. The Wilcoxon test for the feedback system was compared with the other three components based on transparency. First, for the presence, the significance probability of the transparency and the circular slider is 2.8750 × 10     − 1    , that of the sound is 5.0001 × 10     − 3    , and that of the button UI is 2.3044 × 10     − 6    . That is, although the transparency shows a clear difference from the presence in comparison with sound and button UI, a relatively high value was recorded compared to that of the circular slider; however, the difference between them is not clear. Further, the results for manipulability show clearly improved results with transparency and the circular slider (1.6308 × 10     − 3    ), sound (1.3069 × 10     − 4    ), and button UI (8.7560 × 10     − 7    ).



The third is multi-dimensional information, which is the result of a questionnaire survey on how to display information occurring as a result of an interaction. This is shown in Figure 16, which is similar to the satisfaction analysis (Figure 12). The presence of the 3D interface recorded a relatively high value (average: 6.47); however, the convenience and accuracy of the relatively familiar 2D interface (average: 6.23) was high. In addition, the Wilcoxon test shows that the significance probabilities in both Figure 16a,b are 5.9083 × 10     − 6     and 1.4843 × 10     − 3    , which means that the 3D interface clearly improved in presence, and the 2D interface clearly improved in manipulability.



The final questionnaire is about background color. The results of this study are similar to those of the previous satisfaction test. However, in terms of manipulability, background color had no significant effect on users (Figure 17). In addition, the Wilcoxon test calculated the significance probabilities of other colors—using black as a basis—in terms of presence, resulting in the rejection of the null hypothesis by 5.7677 × 10     − 4    , 6.8254 × 10     − 5    , and 6.7956 × 10     − 7    . However, in terms of manipulability, all of the significance probabilities were calculated to be 0.05 or more, thus exhibiting no significant difference.





6. Conclusions


In this study, we proposed various ways for a gaze pointer-based interface design that can improve a number of psychological factors, including arousing the user’s interest and providing enhanced immersion, to produce VR content for the mobile platform. To this end, we developed a memory-based board game as the interactive VR content for the mobile environment, based on previous studies [2] derived from questionnaires. By using the HMD, the proposed interface transmitted a scene that has a sense of space and realism to the user. By inducing concentration with the user’s memory, it was able to provide an environment that enables an immersive VR experience for the user. To forward the necessary information to the user as the content progresses or to control the object within the virtual space, a gaze pointer-based interface was designed as the most appropriate input method for the mobile environment. At this time, the gaze pointer-based interface is divided into four types: visual field range, feedback system, multi-dimensional information transfer, and background color and subdivided into 12 cases to evaluate the satisfaction of interaction and presence in VR in a systematic method. A mobile application was developed with different interfaces applied to the same content, and by letting general users experience them, the test results were derived.



This study analyzes the survey experiment by dividing it into two aspects: the satisfaction of the interaction and the presence in the mobile VR environment in relation to the gaze pointer-based interface. First, as a result of confirming satisfaction, the satisfaction rate was high for the limited visual field range, and the circular slider and the transparency were equally high in the feedback system. A multi-dimensional information transfer showed high satisfaction for both 2D and 3D information. Finally, background color showed high satisfaction for colors black and blue. A point to be noted here is the result of segmenting user’s psychology into positive (interest, immersion, new experience, and convenience) and negative (VR sickness, tiredness, difficulty, and uncomfortable) factors. Depending upon satisfaction, all the cases of the proposed interface were different from each other in terms of convenience and immersion. When approached from the point of convenience to the users, a familiar user interface, similar to the existing form, recorded a high score. For example, limited visual field range and 2D information in the multi-dimensional information transfer have recorded many positive responses in relation to the convenience factor. In particular, the circular slider and the transparency, which recorded the same value in the feedback system, also have a higher convenience selection ratio only in the circular slider. However, when analyzed based on immersion, a high ratio was recorded when the widest possible space and the three-dimensional interface were utilized. Entirety in the visual field range and 3D information in the multi-dimensional information transfer have high immersion rate. In the case of feedback system, unlike convenience, the transparency was recorded with a high immersion ratio. Here, the important point is that the interface cases, with a high ratio of immersion, are frequently selected for both interest and new experience items. These results are the same in the presence survey for the VR environment. When analyzing the results in terms of presence, interface that comprises three-dimensional feedback and the 3D menu, while utilizing space as a whole, is ideal. Conversely, from the point of view of convenience, similar results were obtained. Therefore, in order to provide presence through high immersion in mobile VR environment, 3D-based interface should be considered in various ways. In addition, one of the best ways to use the background color can be the black or blue type, which gives you a sense of concentration or stability. However, it was found that VR sickness, which is a negative factor, was recorded only in interface cases based on perceptional depth and spatial impression. That is, the higher the immersion, the higher the possibility of inducing VR sickness as a negative factor. In conclusion, when designing an interface based on 3D, verification process for VR sickness must be preceded to provide an ideal environment for the user. In other aspects, the sound of the feedback system was relatively low in satisfaction and presence, but immersion, convenience, and interest were evenly recorded. Therefore, designing a multimodality that combines visual factors with auditory factors can be a new approach in mobile VR.



In the future, we will study interaction methods that reduce VR sickness, while at the same time increasing immersion by sharing the interaction with other senses (e.g., auditory sense). Specifically, by utilizing equipment such as that from Leap Motion, and by appropriately combining the interactivity with more direct control with hand movement and sound, the interface can be designed to take advantage of using the eyes, ears, and hands. Besides, a study of the interaction method that gives high satisfaction rates will be conducted by systematically analyzing the proposed interaction’s effect on the user’s sense of immersion and psychological factors affecting VR sickness. In addition, by applying different VR input processing techniques to the interface that can be applied to the mobile platform, we will continue to—from various angles—analyze and validate the performance of input processing techniques that general users will be exposed to.
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Figure 1. Flow of proposed interactive content: (a) Generate random objects in order and memorize; (b) Arrange objects in non-overlapping method on the table; (c) Select objects as memorized in order; (d) Deliver the result to the user. 
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Figure 2. Construction of virtual reality (VR) content development environment based on Google VR software development kit (SDK) and Unity 3D. 
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Figure 3. Overview of four types of gaze pointer-based interface. 
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Figure 4. Design of the gaze pointer-based interface’s visual range: (a) Set the entire space as the visual field range; (b) Limit the visual field range within the user’s view volume. 
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Figure 5. The proposed four-component feedback system: (a) Sound; (b) Transparency; (c) Circular slider; (d) Button UI. 
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Figure 6. Design of multi-dimensional information transfer interface: (a) 2D interface using sprite; (b) 3D interface utilizing 3D object. 
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Figure 7. Four components of background color settings that affect user emotions. 
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Figure 8. Production result of mobile VR content including our gaze pointer-based interface: (a) Content’s start screen configuration; (b) Random generation of objects in the defined visual field; (c) Proposed feedback system-based object selection process; (d) Information transfer using the proposed multi-dimensional interface; (e) Correct answers identification process; (f) Scene transition by background color setting. 
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Figure 9. Testing and experiencing environment for the proposed gaze pointer-based interface. 
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Figure 10. Visual field range comparison test results: (a) Distribution of positive and negative factors; (b) Score analysis results. 
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Figure 11. User response test results of the four components of the feedback system: (a) Distribution of positive and negative factors; (b) Score analysis results; (c) Ranking point analysis results for feedback system. 
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Figure 12. Results of multi-dimensional information transfer interaction comparison test: (a) Distribution of positive and negative factors; (b) Score analysis results. 
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Figure 13. User’s emotional change according to background color. 
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Figure 14. Presence questionnaire survey results regarding visual field range comparison: (a) Presence; (b) Convenience and accuracy. 
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Figure 15. Four components of feedback system survey results of presence questionnaire: (a) Presence; (b) Convenience and accuracy. 
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Figure 16. Multi-dimensional information transfer interaction comparison survey results of presence questionnaire: (a) Presence; (b) Convenience and accuracy. 
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Figure 17. Background color comparison survey results of presence questionnaire: (a) Presence; (b) Convenience and accuracy. 
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Table 1. Recognition and validation process for memory object in the entire virtual space.
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	Process





	(1) Generate random memory objects in one of the hemisphere areas of the entire virtual space.



	(2) Output sound from the location of the object generated.



	(3) The user recognizes the location of the output sound.



	(4) Search the location of the generated object.



	(5) Select the generated object by using the gaze.



	Once the current object is confirmed, repeat steps (1) to (5) as the number of memory objects.
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Table 2. Users’ emotion according to background color.






Table 2. Users’ emotion according to background color.





	Background Color
	User’s Emotion





	Black
	Color of Power. Classical and graceful. Provides users with serenity, quiet, and deep immersion.



	White
	Through cheerful softness, provides the user with emotions to stimulate their confidence.



	Green
	Refreshing and healing. Provides comfortable environment that enhances user’s concentration.



	Blue
	Quiet, comfortable, and color of calmness. Leads to comfortable emotions so the user can immerse in the content.











© 2017 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).
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