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Abstract: This review paper presents an overview of depth cameras. Our goal is to describe the
features and capabilities of the introduced depth sensors in order to determine their possibilities
in robotic applications, focusing on objects that might appear in applications with high accuracy
requirements. A series of experiments was conducted, and various depth measuring conditions were
examined in order to compare the measurement results of all the depth cameras. Based on the results,
all the examined depth sensors were appropriate for applications where obstacle avoidance and
robot spatial orientation were required in coexistence with image vision algorithms. In robotic vision
applications where high accuracy and precision were obligatory, the ZED depth sensors achieved

better measurement results.

Keywords: depth sensors; depth map; RealSense; ZED; ZED 2i; robotic applications

1. Introduction

Not long ago, robotic vision applications based on two-dimensional (2D) image pro-
cessing were largely limited because of an absence of information on the depth in the
direction of the Z coordinate. In contrast to 2D computer vision, three-dimensional (3D)
image vision enables computers and other devices to discern accurately and precisely vari-
ous distances and shapes, as well as to control certain robots in the real, 3D world [1-20].
For this purpose, 3D optical systems have been successfully implemented in multifarious
scientific fields such as robotics, car manufacturing, automatics, mechanics, biomedicine,
surveillance systems, industry, etc. [21-40].

Up to now, 3D depth cameras have been very expensive, and their utilization has been
complex and burdensome from a hardware standpoint. Nowadays, thanks to technical
progress, the price of 3D depth sensors that can measure image depth is considerably
affordable and their use much simpler [41-59].

The first version of the Kinect sensor was launched in 2009 by the company PrimeSense.
The Kinect contained an infrared (IR) lens, and its sensors detected IR points projected
onto a scene, whose depth information was appraised along the Z coordinate. In the first
version, the resolution of the depth sensor was only 320 x 240 pixels with 2048 levels of
depth. Later, other manufacturers constructed and manufactured depth sensors similar to
the Kinect sensor that were typically meant for home use, primarily in interactive video
games, at reasonable prices [1].
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In 2013, Apple vested the PrimeSense company after it developed and manufactured
the Kinect camera, and its newer sensors became much more accurate and precise in
determining the depth information in an image. Recently, some depth cameras have also
become an integral part of smartphones [1].

In the meantime, Intel also began deploying its own series of depth cameras, the
RealSense depth sensors. The first version of these sensors was developed in cooperation
with Microsoft Company for the Windows operating system as part of the face recognition
login system for Windows 10 [1-7].

Although RealSense sensors only recently appeared on the market, they rapidly found
their application in numerous fields such as robotics, medicine, face recognition, interactive
children’s toys, recognition and tracking human movements, etc. [7-15].

Finally, numerous depth sensor manufacturers have recently begun producing com-
mercial and industrial depth sensors, and a major company in this field is Stereolabs
with its ZED depth sensor series. ZED depth sensors are considered to be one of the best
commercial depth sensors on the market [16-20].

This comprehensive review paper is a response to an invitation from the guest editors
to contribute a perspective overview-based paper on depth sensors for a Special Issue
related to modeling, sensor fusion, and control techniques in applied robotics.

The goal of this research is to investigate the capabilities of available depth sensors in
order to determine their abilities for the development of low-cost robotic applications that
require some kind of robotic vision algorithm. Namely, the hardware required for robotic
vision can be very expensive if industrial Red—Green-Blue (RGB) cameras, industrial depth
sensors and industrial 3D scanners are used. The high cost of an imaging equipment can
lead to the fact that many investors may abandon the robotization of certain applications
because of the high cost of only one component of the system. Therefore, the aim of this
paper is to examine how available low-cost commercial depth sensors could affect the
development of certain low-budget robotic applications.

Four depth sensors were initially procured, whereas the newest ZED 2i depth camera
was procured recently, and these four depth sensors served as the basis for this research
and paper. These depth cameras were purchased for research purposes to determine
which depth camera could be used in research related to industrial and medical robotic
applications in the near future. We hope that this paper will guide and assist readers and
researchers who would like to take advantage of depth sensors in low-cost robotic vision
applications in the future.

In this paper, the D415 and D435 of the D400 series of Intel RealSense sensors and
Stereolabs” ZED and ZED 2i depth sensors will be described alongside depth sensing
experiments and comparison of examples. The available depth cameras will be tested in
various situations in order to determine their capabilities.

The paper is organized as follows: Section 1 is the introduction with a related brief
historical overview of the depth camera; Section 2 summarizes the RealSense depth sensors,
and Section 3 introduces the ZED cameras. Section 4 describes the experiments and results
with a comparison of the cameras’ capabilities, while Section 5 provides the conclusion,
followed by future works in Section 6.

2. RealSense Depth Sensors

This section will present the technology and some of the more important properties of
the Intel RealSense depth sensors along with their working principle.

RealSense technology comprises a microprocessor for image processing, a module
for creating depth images, an IR emitter, a segment for tracking movements, and depth
sensors. These depth sensors are built on deep scanning technology, which allows devices
to see shapes and objects in the same manner as humans. The complete hardware is also
supported by appropriate open-source Software Development Kit (SDK) software called
librealsense [7]. This software platform provides simple software support for all RealSense
cameras. The software platform supports C/C++, ROS (Robot Operating System), Python,
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MATLARB, etc., systems and programming languages for the development of appropriate
and various applications. Intel also provides two applications for the setup and use of the
cameras [8].

Intel introduced the D400 series RealSense cameras in 2018 with the D415 and D435
models. By presenting these sensors, Intel became an important manufacturer on the
market in terms of a balance of quality and price.

These RealSense sensors principally differ in the field of view (FOV) measured in
angles and the type of shutter that tunes the exposure.

The D435 camera has a wider FOV (H x V x D—Horizontal x Vertical x Diagonal):
91° x 65° x 100° for RGB camera, which minimizes blind, black spots in the depth map,
after which the acquired depth image is pleasing to the eye. The FOV of the corresponding
depth sensor is (H x V x D): 85° x 58° x 90°. As a result, this depth sensor is suitable
for applications where no great accuracy and precision are required, but where a global
visual experience is more significant. Accuracy is the percentage of error with respect to
the measured depth, while precision is the capability of the sensors to replicate the same
measure in the same conditions [16]. These are important parameters of depth sensors,
and they can be easily observed by observing the measured depth maps of a scene, or
object [7]. Usually, visual assessment is used in practice for the characterization of resulted
depth images [20,21]. Therefore, this sensor is often used in automotive applications and
in drones. Furthermore, this sensor has a global shutter that ensures a better performance
in situations where lighting is unsatisfactory, while capturing fast movements in a scene,
and reduces the effect of blurring in images [7]. The D435 depth camera also yields better
depth measurement results when the targeted objects are a few meters away from the
camera itself.

The D415 depth camera has a narrower FOV (H x V x D): 69° x 42° x 77° for
RGB camera, and this property results in a higher density of pixels, thus increasing the
resolution of the depth map. Here, the FOV of the corresponding depth sensor is (H x V
x D): 65° x 40° x 70°. Hence, if accuracy and precision are the main requirements in an
application, e.g., avoiding obstacles in robotics application and in object detection, the D415
depth sensor gives much better results. The RealSense D415 sensor has a rolling shutter.
This attribute improves the performance of this depth sensor when there are no unexpected
fast movements during image capturing, but the image is static [7,11]. It should be noted
that the D415 depth camera yields better depth measurement results when the targeted
object is close to the sensor, i.e., 1 m or less. Both the D435 and D415 cameras yield the
best quality depth maps at about 60-70 cm from the scene, according to the literature [7,11].
Figure 1 shows the RealSense depth cameras [7].

BO0-mm & 2% mm x 25 mm

9 mm ¢ 20 mm x X mm
(b)

Figure 1. (a) Intel RealSense D435 and (b) Intel RealSense D415 cameras [7].
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Thanks to the RealSense SDK software kit, the user interface of the built-in applications
provides the highest control levels, which was unthinkable until recently [11].

The RealSense depth sensors have three camera lenses: an IR camera, a RGB camera,
and an IR laser projector. Hence, these depth sensors are called active devices since they
contain a ranging IR laser projector in order to improve the depth measurement. All three
lenses in conjunction enable it to assess the depth information by detecting the IR light
that is reflected from the object in front of the lenses. The resulting visual information,
combined with the SDK software, generates a depth estimate, i.e., produces a depth map.
After further post-processing, a depth image yielded in this way can be used, for example,
for tracking movements or detecting objects, by creating a user interface that gives the
impression of touch, which reacts to movements of the head, the leg, the hand, or any
other body part. Naturally, since the RealSense depth sensor also possess an RGB lens
and an IR lens, it is therefore possible to capture images in color and in conditions of poor
lighting [7,11].

RealSense sensors use stereovision to calculate depth [7]. The realization of stereovi-
sion consists of a right-side and a left-side sensor and of an IR projector. The IR projector
projects invisible IR rays that improve the accuracy and precision of the depth data in
scenes with poor textures. The right-side and left-side sensors capture the scene and send
information about the real image to the microprocessor. Based on the received data, the
image processor determines via stereometry calculation the depth values for each pixel of
the recorded image, thus correlating the values obtained with the right-side camera to the
image derived with the left-side camera. The depth data of each pixel processed in this
manner result in the depth image. By linking up successive depth images, a depth video
stream is generated.

As seen in Figure 2, the value of the depth pixel representing the depth (Z) of an
obstacle/object is determined in relation to a parallel plane of the depth sensor doing
the capturing and not in relation to the actual range (R) of the obstacle/object from the
depth sensor.

Object
‘&———Depth (Z
"
Depth | & \N
Camera : ke
[

Figure 2. Diagram of the depth measuring method in relation to depth and range [7].

A crucial role in the operation of the depth sensor is also played by the RealSense D4
digital signal processor (DSP) for image processing [7]. This DSP processor can process
36 million depth values in a second. Thanks to this high performance, these depth sensors are
built into a multitude of electronic devices that necessitate high-speed data processing [7,11].

According to Intel [7], the main features of RealSense depth devices are summarized
and compared in Table 1.
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Table 1. Features of D415 and D435 depth cameras [7].

Features D415 D435
Depth resolution 16 bit 16 bit
Max. RGB resolution 1920 x 1080 pixels 1920 x 1080 pixels
Range 0.2m-10 m 0.2m-10 m
Diagonal field of view 70° 90°
Shutter rolling shutter global shutter

3. ZED Depth Sensors

This section will introduce the technology and some of the more important features of
the ZED depth cameras, alongside their working principle.

The ZED depth camera is a passive depth ranging tool without an active ranging
device because it does not contain an IR laser projector. This depth camera employs a
binocular camera to capture 3D scene data, measures the disparity of the objects using a
stereo matching algorithm, and finally calculates the depth map according to the sensor
parameters [16-20].

The ZED depth sensor is composed of stereo cameras with a video resolution of
2560 x 1440 pixels (2K) with dual 4 mega-pixel RGB sensors. The two RGB cameras are
at a fixed base distance of 12 cm. This base distance allows the ZED camera to generate
a depth image up to 20 m (40 m is the maximum distance in the new updated firmware,
according to the Stereolabs datasheet) [16]. The camera contains a USB video device class
supported USB 3.0 port backward compatible with the USB 2.0. standard. It should be
noted that the ZED 3D depth sensor is optimized for real-time depth calculation using
NVidia Compute Unified Device Architecture technology [16]. Therefore, a corresponding
graphical processing unit (GPU) and appropriate computer hardware are required to use
it [16-18].

The ZED sensor uses wide-angle optical lenses with a FOV of 110°, and it can stream
an uncompressed video signal at a rate up to 100 fps in Wide Video Graphics Array (WVGA)
format. The depth image is provided with a 32-bit resolution. Hence, the camera gives a
very accurate and precise depth image that describes the depth differences, i.e., the different
distances from the plane of the camera. Right and left video frames are synchronized
and streamed as a single uncompressed video frame in the side-by-side format. Various
configurations and capturing parameters of the on-board image signal processor, such as
brightness, saturation, resolution, and contrast, can be adjusted through the SDK provided
by Stereolabs [16]. Furthermore, ZED devices support several software packages, called
“wrappers,” such as ROS, MATLAB, Python, etc. All these software packages allow the
modification of different parameters depending on the user requirements, such as the
image quality, depth quality, sensing mode, name of topics, quantity of frames per second,
etc. [16-20]. Figure 3 shows the ZED depth sensors [16].

(a)

(b)
Figure 3. (a) ZED and (b) ZED 2i cameras [16].



Machines 2022, 10, 183

6 of 26

Figure 4 presents the accuracy graph of the ZED depth sensor depending on the
distance of an object from the depth camera. As shown, the depth resolution, i.e., the depth
precision, is impaired with increasing distance [16].

ZED ULTRA Z Accuracy

e

10,0000

1,0000

0,1000

Resolution (m)

0,0100

0,0010

Figure 4. The accuracy graph of the ZED depth sensor (courtesy of Stereolabs) [16].

Finally, it should be remarked that the ZED depth sensor comes with a unique factory
calibration file, which is downloaded automatically. The recommendation is to use the
Stereolabs factory settings, but users can also calibrate the ZED sensor with the ZED SDK
software package [16-20].

The new ZED 2i depth camera has some similarities and shares some properties with
the previous version of the ZED depth camera. However, the new ZED 2i sensor includes
several significant improvements.

ZED 2i is the first stereo depth camera that uses artificial neural networks (ANNs)
to reproduce human vision, bringing stereo perception to a new level [16]. It contains a
neural engine that significantly improves the captured depth image or depth video stream.
This ANN is connected to the image DSP, and they contribute jointly to creating the best
possible depth map [16]. Furthermore, the ZED 2i camera has a built-in object detection
algorithm [16]. This algorithm detects objects with spatial context. It combines artificial
intelligence with 3D localization to create next-generation spatial awareness [16]. There
is also a built-in skeleton tracking option that uses 18x body key points for the tracking
application. The algorithm detects and tracks human body skeletons in real time. The
tracking result is displayed via a bounding box, and the algorithm works up to a 10 m
range [16].

Next, this ZED 2i camera has an enhanced positional tracking algorithm that is a
significant improvement suitable for robotic applications [16-21]. This benefit arises from a
wide 120° angle FOV, advanced sensor stack, and thermal calibration for greatly improved
positional tracking precision and accuracy [16]. The ZED 2i depth camera has a built-in
inertial measurement unit, barometer, temperature sensor, and magnetometer. All these
sensors provide extraordinary opportunities for easy and accurate multi-sensor capturing.
These sensors are factory calibrated on nine axes with robotic arms [16]. The data rates of
the position sensors, i.e., the barometer and magnetometer, are 25 Hz/50 Hz. The built-in
motion sensors, accelerometer, and gyroscope contribute significantly to the development
of robotic applications since there is no need to install any other sensor except the ZED
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2i camera itself. The data rate of these sensors is 400 Hz. The thermal sensors monitor
the temperature and compensate for the drifts caused by heating. In this way, gathered
real-time synchronized inertial, elevation, and magnetic field data along with image and
depth are collected. These sensors also contribute to accurate and precise depth sensing.
The all-aluminum frame reduces the camera heating that induces changes in focal length
and motion sensor biases [16]. The case in aluminum allows to better dissipate the internal
heat generated by the electronic components reducing the internal temperature of the depth
camera. Additionally, the case deformations cannot affect the measure of the depth in any
way because the lenses do not move. Furthermore, the software is factory calibrated in
order to use the temperature information provided by the internal sensors and modify the
data accordingly [16]. All the mentioned motion and positional features indicate that the
ZED 2i depth camera is extremely suitable for development of autonomous and industrial
robotic applications [21-40].

Figure 5 shows the accuracy graph of the ZED 2i depth sensor, depending on the
distance of an object from the depth camera. As shown, the depth resolution, i.e., the depth
precision, decreases with increasing distance [16]; however, for instance, at the 1 m range,
the accuracy is better than that of the previous ZED, as seen in Figure 4.

ZED 2 ULTRA Z Accuracy

10.0000

1.0000

0.1000

Resolution (m)

0.0100

0.0010

0.0001
00 20 40 60 80 100 120 140 160 180 200 220 240 260 280 300 320 340 360 380 400

Range (m)

Figure 5. The accuracy graph of the ZED 2i depth sensor (courtesy of Stereolabs) [16].

One of the most important improvements in ZED 2i is the inclusion of new ultra-sharp
eight-element all-glass lenses able to capture video and depth up to a 120° FOV, with
optically corrected distortion and a wider f/1.8 aperture, which allows capturing 40%
more light [16]. Furthermore, the ZED 2i has an optional feature: the polarizing filter.
This built-in polarizing filter gives the highest possible image quality in various outdoors
applications. This lens helps to reduce glare and reflections and increases the color depth
and quality of the captured images [16]. The effect of the polarizer can be seen in Figure 6.
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(b)

Figure 6. Effect of the polarizer on a scene: (a) without polarizer, (b) with polarizer (courtesy of
Stereolabs) [16].

The ZED 2i stereo camera also has two lens options. It is possible to choose between
a 2.1 mm lens for a wide FOV or a 4 mm lens for increased depth and image quality at
long range, according to the manufacturer [16]. However, the 4 mm lens option entails
delays in delivery [16]. These are principal features related to all depth cameras since the
lenses, aperture, and light significantly affect the image quality of any camera, not only
the depth camera. These features enable high-quality depth images to be obtained, upon
which promising robotic vision applications can be developed [41-59]. According to the
Stereolabs [16], the main features of ZED cameras are listed in Table 2.

Table 2. Features of ZED and ZED 2i cameras [16].

Features

ZED

ZED 2i

Size and weight

Dimensions:
175 x 30 x 33 mm
Weight: 159 g

Dimensions:
175 x 30 x 33 mm
Weight: 166 g

Depth

Range: 1-20 m
Format: 32 bits
Baseline: 120 mm

Range: 0.3-20 m
Format: 32 bits
Baseline: 120 mm

Image sensors

Size: 1/3”
Format: 16:9
Pixel Size: 2 pm pixels

Size: 1/3”
Format: 16:9
Pixel Size: 2 pm pixels

Lens

Field of View: 110°
Six-element all-glass dual lens

f/2.0 aperture

Field of View: 120°
Wide-angle eight-element all-glass dual lens
with optically corrected distortion
f/1.8 aperture
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Table 2. Cont.

Features

ZED

ZED 2i

Individual image
and depth resolution in pixels

HD2K: 2208 x 1242 (15 fps)
HD1080: 1920 x 1080 (30, 15 fps)
HD720: 1280 x 720 (60, 30, 15 fps)

WVGA: 672 x 376 (100, 60, 30, 15 fps)

HD2K: 2208 x 1242 (15 fps)
HD1080: 1920 x 1080 (30, 15 fps)
HD720: 1280 x 720 (60, 30, 15 fps)

WVGA: 672 x 376 (100, 60, 30, 15 fps)

Connectivity and working USB 3.0 (5 V/380 mA) USB 3.0 (5 V/380 mA)
temperature 0°Cto+45°C —10°C to +45 °C
Windows or Linux Windows or Linux
SDK System Dual-core 2.3 GHz CPU Dual-core 2.3 GHz CPU

minimal requirements

4 GBRAM
Nvidia GPU with compute capability > 3.0

4 GBRAM
Nvidia GPU with compute capability > 3.0

Additional sensors

Accelerometer
Gyroscope
- Barometer
Magnetometer
Temperature sensor

Software enhancements

Depth Perception with Neural Engine
Built-in Object Detection

Furthermore, the ZED 2i has an Ingress Protection 66 (IP66)-rated enclosure that is
highly resistant to humidity, water, and dust, since the ZED 2i depth sensor is designed for
outdoor applications and challenging industrial and agricultural environments, etc. [16],
while the ZED camera, such as the D415 and D435 RealSense cameras, is mainly designed
for indoor applications [7]. Moreover, the ZED 2i has multiple mounting options and a flat
bottom, and it can be easily integrated into any system and environment [16].

Since the ZED 2i can be cloud-connected, there is an option to monitor and control the
camera remotely. Using a dedicated cloud platform, capturing and analyzing the 3D data of
the depth image is possible from anywhere in the world [16]. It is also possible to monitor
live video streams, remotely control the cameras, deploy applications, and collect data.

Finally, it should be mentioned that there is also a ZED two-depth camera provided
by Stereolabs [16]. The main features and the accuracy graph of the ZED 2i are the same as
those of the ZED 2 as the internal sensor stack and the lens configuration of the two sensors
are the same [16]. The only differences are the external enclosure for the ZED 2i, which is
IP66 and hence more robust, and the option of a built-in polarizing filter [16].

The essential features of ZED and ZED 2i depth devices are summarized and compared
in Table 2 [16].

4. Experiments and Results

In this section, the experiments and their outcomes are explained in detail. Numerous
measurements in various situations of different scenes and objects were made with the
described four depth cameras, and several results are presented here. The scenes are
selected in such a way to present many different situations as possible, with many different
objects as possible to cover the aspects of possible obstacle avoidance applications and
the aspects of possible applications where high accuracy is needed for object detection.
Further, the available depth sensors are using different parameters that are discussed in
this paper, and all the parameters of used depth cameras are set automatically by the
cameras themselves and its software. In that sense, the goal of experiments is to investigate
the resulting depth maps and determine the abilities of the depth sensors in particular
capturing situations. The fair comparison of the results will be presented, since the depth
maps are very informative as the results of the depth measurements, and they provide the
best assessment of the capabilities of available depth cameras themselves, specially from
the practical point [1-22]. In all the examples, the position and the capturing conditions
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such as the illumination, angle, shadows, etc., of all the depth sensors were the same for
a particular example in order that the results could be compared appropriately. All the
depth maps in examples are displayed in grayscale, since with the ZED software only the
grayscale depth maps can be displayed [16]. The RealSense software can display depth
maps in various color and grayscale modes [7], but for a better comparison all the depth
maps are presented in grayscale in the paper.

Furthermore, it should be noted that all the examples are provided without any post-
processing methods, since the goal was to examine, analyze, and present the capabilities of
the depth sensors themselves. All the examples were recorded with the built-in options
provided by the depth cameras and their recording software. Both the RealSense and the
ZED software support the so-called fill option of the depth map, where the objects in the
depth image are smoothed and blurred. This option was suitable for examples where the
overall visual experience was preferred, such as panoramas. The opposite of this fill option
is the standard high accuracy preset, where the edges of the objects in the depth map are
more pronounced in order, such that the finer details in the depth image can be efficiently
distinguished. This option is mandatory in applications where high precision and accuracy
are the main demands. The effects of these options will be presented later in this section.

It should also be mentioned that the experiments were conducted with two kinds of
hardware configurations: with an older, modest quality laptop with an on-board graphic
card and a new desktop computer with an NVidia GPU. The goal of using both computers
in experiments was to explore the capabilities of the depth sensors depending on the quality
of the computer equipment to which the depth cameras were connected. In practice, it
can happen that an application does not require state-of-the-art computer equipment or
a high-quality depth sensor, so it was convenient to check the capabilities of the depth
cameras in this case, as well. The latter case primarily refers to applications that do not
require high accuracy and precision of depth measuring of the scene, i.e., applications
where the depth map of the environment will be used for orientation and navigation in
space when moving the robot or a vehicle. Therefore, the presented examples cover this
issue as well. Figure 7 shows the equipment utilized in the experiments.

Figure 7. The available depth sensors and equipment.

Figure 8 shows color street photos in (a) column and their corresponding depth maps
in (b) column, one below another, as recorded with the D435, D415, ZED, and ZED 2i depth
cameras, respectively. The first row is the result from the D435 camera, the second row
is the result from the D415 camera, the third row is the result from the ZED camera, and
the fourth row is the result from the ZED 2i camera. It should be noted that in all further
examples the measurement results from the depth sensors are displayed in the same way.
Furthermore, the (a) column shows the color images recorded from the left cameras of all
the depth sensors, while the (b) column displays the corresponding depth images in all
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the presented examples in this section. It is important to highlight that the depth images
are always aligned with the color images from the left cameras for all the depth sensors,
and this is the reason the left camera’s color images are used in all the examples. The color
image from the left camera and the depth image share the same set of XYZ coordinates for
all depth sensors. It should also be noted that the vertical black, thin areas in the depth
images are caused by the distance between the cameras in the depth sensors, and they
are called the “dead zones”. In this zone, the depth cameras cannot detect anything in
depth [7,16]. This is the effect generated by the parallax [16]. Parallax effect is a difference
or displacement in the apparent position of an object viewed along two different lines of
sight, and is measured by the angle or semi-angle of inclination among those two lines.
Hence, the two-camera sensors, the left and the right sensors, look at the scene from a
horizontal distance of few centimeters, so it can happen that part of the scene, objects are
not visible by both the sensors [7,16]. Accordingly, the first example in Figure 8 shows
the results recorded with the RealSense D435 depth camera. The depth camera was set
on the sidewalk, and the illumination was satisfactory, without any sunrays, shadows,
and non-specific artifacts. The tree was at a distance of about 3 m from the camera, and
the car was about 7 m away from the camera. The fence was 0.5 m away from the depth
camera, and it moved farther from the depth camera itself with the growing distance. Other
trees, houses, road, etc., can be seen in the photo, but at greater distances. The recording
conditions and depth sensor positions were the same for all depth sensors. As noticed in
the first example in (a) column, there is a rich content in the captured image. In column (b)
the corresponding depth map is shown. The depth map was generated with the so-called
default preset in the RealSense Viewer [7], which provides the filling option for the depth
image. As noted, this option ensures an overall visual experience, and the depth image
is pleasant to view. The nearest tree, the nearest part of the fence, and the nearest part of
the ground are clearly visible, but on the other hand, the car is very dark and invisible in
the depth map. This can be considered a good result, since the D435 depth camera and
all the other depth cameras are mainly designed for indoor use [7,16,17]. Based on this
result, we concluded that the D435 depth sensor yielded a satisfactory depth image of the
panorama, and this depth image could be used for applications where the robot orientation
and spatial navigation are required. Finally, this measurement result was generated with
a modest quality laptop, where the resolution of the color image and the depth map was
1280 x 720 pixels. The same resolution was used in the RealSense D415 depth camera
measurement as well as the same default preset.

Figure 8. Cont.
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(a) (b)

Figure 8. Examples of panorama depth measurement: (a) color images from the left camera, (b) cor-
responding depth maps.

The second example shows the result of measurement with the D415 depth camera.
It can be noticed that the scene is a little narrower because of the built-in optics in the
depth sensor; hence, the recorded color image in the first column contains fewer details.
Unfortunately, the depth map is almost invisible, and only a small part of the scene is
present near the tree area. The reason for this lies in the architecture and properties of the
D415 camera itself, since the D415 depth sensor is intended for high accuracy measurement
of small indoor distances [7]. Therefore, the obtained results were not a surprise, and any
useful visible result in the depth image would have been a gain in this case.

The third example in Figure 8 was recorded with the ZED depth sensor. The color im-
age on the left contains much more detail. The reason for this wide view was the wide FOV
of both ZED depth sensors. Moreover, since the modest quality laptop without the GPU
was used for the recording, the maximal supported resolution was only 672 x 376 pixels.
Despite the poor resolution, the recorded scene is of good quality. The recording was
done with the ZED Explorer [16], and the images were saved in *.svo [16] files. Later,
using the desktop computer and the NVidia GPU, the depth maps were generated via
the ZED Depth Viewer Tool [16]. The reason for this was the absence of a high-quality
GPU on the laptop as required by the ZED depth cameras for depth calculation [16,17].
Unfortunately, the original resolution of the saved images could not be changed during
the depth determination; hence, the depth measurement was done with a resolution of
672 x 376 pixels. The corresponding depth map is shown on the right.

Regardless of the stated quality losses, the generated depth image is of very good
quality and could be very useful in applications where the robot needs to orient itself in
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space. In the obtained depth map, not only the tree and the fence are correctly visible, but
the car is visible, too, along with the far trees and the houses. Therefore, we concluded
that the ZED depth sensor can generate a satisfactory depth map, even with the degraded
performance. During the depth calculation, the so-called ultra-quality depth determina-
tion [16] was used with the filling option in order to generate a pleasing depth image for an
overall visual experience.

Finally, the fourth example shows the result generated with the ZED 2i depth sensor.
All the settings in the ZED software [16] were the same for the ZED 2i camera as for the
ZED camera. Since the ZED 2i has wider optics and FOV, the color image is the most
detailed of all the examples in Figure 8. This is to be expected regarding the features of all
the depth sensors in this research. The determined depth image is displayed in the right
column and as can be noticed, it contains more details because of the wider angle of view.
Additionally, the quality of the depth map is almost the same as that of the ZED camera,
and possibly the details are a little sharper. Hence, this depth camera can be very useful in
applications where the robot’s spatial orientation is mandatory.

Figure 9 presents the example of window frame depth measurement on a facade. This
experiment reflected the necessity of accurately determining the depth for industrial robotic
applications, such as painting robots [17,20]. The goal in this and similar applications was
to separate the background from useful objects or surfaces. In order to achieve this, it was
very important to clearly distinguish the edges of objects in depth in the depth images. The
depth sensors in all measurements were set 1 m away from the wall. The depth difference
between the wall and window was about 8 cm.

Figure 9. Cont.
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Figure 9. Examples of window depth measurement on a facade: (a) color images from the left camera,
(b) corresponding depth maps.

In the first two examples in Figure 9 the resolution of the D435 and D415 sensors was
1280 x 720 pixels, and this resolution was used in all the examples in this paper. However,
since the accuracy and precision were very important, the high accuracy preset [7] was used
in these measurements, since the goal was to distinguish the wall from the window. As we
see in first two color images, they are almost of the same quality, without any significant
differences. However, the depth maps are very different. It can be seen that in the first
example, the depth map recorded with the D435, the window edges are not clearly visible,
especially the bottom region. This result will also affect the post-processing, since it would
be very difficult to distinguish the window frame in order to separate it from the wall. On
the other hand, the second depth image in Figure 9 shows the result generated by the D415
depth camera, where the window frame is clearly visible and distinguishable. Later, this
result can be post-processed successfully to separate the wall from the window. However,
observing the depth images of the D435 and D415 cameras, one can notice the noise and
very poor shade distinction of the surfaces of the wall and the window. The reason for
this was the poorer ability of the sensors themselves that are built into RealSense cameras,
compared to those in the ZED cameras.

The third and fourth image examples show the results obtained by the ZED and ZED
2i depth cameras. In both examples where the ZED depth sensors were utilized, the image
resolution was 672 x 376 pixels, the depth calculation setup was in ultra-quality, but now
with the standard preset [16] recommended for high depth accuracy measurements. The
wider FOV in both color image samples should first be noticed. Because of the wide FOV
in the fourth image obtained from the ZED 2i, part of adjacent building can also be seen in
the right side of the image. Therefore, the ZED 2i would be very useful for facade painting
application via robots because from one position it can capture a very large wall surface
in the image vision stage. Furthermore, in both depth maps the window frame is clearly
separated. These results are very suitable for additional image processing in order to extract
the wall area intended for painting [20]. However, we noticed that the measured window
edges are more preserved in the fourth example, namely, in the depth map measured by
the ZED 2i. The reason for this was probably the better lens optics of the ZED 2i camera
compared to the previous version, the ZED camera. In the depth map generated with the
ZED 2i, the edge of the building is visibly preserved relative to the background. In this
example, it was expected that the window should have a well-defined distance determined
by depth cameras, and gray level different with respect to the wall. On the contrast, the
window area presents many horizontal dark lines and its gray level is the same as of the
wall. According to depth camera manufacturers, the texture of the window is not very
informative, and the wall texture too, and this problem results the depth maps seen in
Figure 9b [16]. Additionally, the window presents many black pixels that correspond to
zones with no depth information from the same reason. The final conclusion based on
the examples in Figure 9 was that the ZED depth cameras yielded much better accuracy
and depth maps than the RealSense depth cameras in measurements where accuracy are
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mandatory. Based on the images in Figure 9 the difference in the quality of the equipment
capabilities is obvious for possible painting robot application.

The experiment presented in Figure 10 depicts a homemade polygon for robotic
application where the main goal is obstacle avoidance. Objects of various dimensions and
shapes were randomly arranged in the room at different distances from the depth camera
position. The lighting of the room came from a common chandelier with five LED bulbs
with so-called natural yellow light. Some of the objects were very small, such as a table
tennis ball, a small dinosaur figure, and a magnifying glass placed on a big orange box. The
dimensions of the toy hammer, the white boxes, the brown box, and the box with wooden
block were bigger. This polygon could serve as a movement testing polygon for a small
robot. Naturally, this setup could be expanded with more objects at greater distances from
each other in a room of much larger dimensions for larger robots. From the color images, it
is obvious that a depth map with great accuracy was needed, since there were small objects
in the scene that needed to be avoided. The closest object was about 1 m away from the
camera, and the farthest object about 3 m away. Hence, the previously mentioned presets
for high accuracy depth measurements were chosen in all depth sensors [7,16].

Figure 10. Cont.
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Figure 10. Examples of spatial scene depth measurement in a room: (a) color images from the left
camera, (b) corresponding depth maps.

The first example in Figure 10 shows the images captured with the D435 depth camera.
The resolution of the depth sensor was 1280 x 720 pixels, as was the resolution of the D415
depth camera in the second example in this figure. As can be seen, the color image is a
little blurred because of the illumination, but the image can be considered as satisfactory.
The corresponding depth image is shown in the right-hand column. The depth sensor
detected the object very superficially, especially the objects with small dimensions. This
was an expected result, since the D435 depth camera is not designed for applications where
high accuracy is mandatory. However, the objects are detectable in the depth map, and the
depth map could be used for an obstacle avoidance application.

The second result presents the measurement obtained with the D415 depth sensor.
The quality of the color image is similar, possibly less blurred compared to the color image
captured with the D435 camera. Still, the corresponding depth map in the right-hand
column is much better, and the objects are more visible in the depth image. The drawback
is that the farthest objects were not detected with the D415 sensor. This was because the
D415 sensor cannot detect far objects, as was shown in previous examples. However, this
problem would not affect the possible robot movement application, since the robot would
receive the depth maps correctly, only from shorter distances, and it would process them.

The third and fourth examples show the results captured with ZED and ZED 2i depth
sensors. The main difference compared to previous examples is the resolution. In this and in
next examples, the resolution of the ZED cameras was 2208 x 1242 pixels for both the color
and depth images. The depth calculation mode remained the standard ultra-quality [16].
Again, because of the large FOV, the images contain more details, especially the image
captured with the ZED 2i in the fourth row in Figure 10. The recorded color images are
high quality, and they are very sharp. In the third example obtained from the ZED depth
camera, all the objects in the depth map are visible and detectable; however, the image is
not very pleasing to view because of the many details in it. The depth image is considered
accurate and precise; hence, it could be used for robot movement applications.

In Figure 10, the fourth example in the second column shows the depth image obtained
with the ZED 2i. The yielded depth map contains all the important objects and the large
background from the color image. Since the ZED 2i FOV is very large, the depth image
has many details, and some of them are not significant for the possible robot movement
application. This is considered to be a disadvantage in some situations. However, the
preferred objects are accurately recognizable in the depth map. Based on the examples
presented in Figure 10, all the depth sensors could be used in robot movement applications
for obstacle avoidance where the objects are not very small, since all the sensors yielded
satisfactory depth maps. If the objects intended for avoidance are of very small dimensions,
the ZED sensors could be the solution, since these sensors can measure and detect small
depth differences in practice.

The next three examples were experiments where high measurement accuracy and
precision were required. Medical and industrial robotic applications require very accurate
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and precise depth maps, and the goal of the following experiments was to investigate the
capabilities of depth sensors in such examples and setups. In the examples in Figures 11-13
the high accuracy presets were used with resolutions of 1280 x 720 pixels for RealSense
depth cameras and 2208 x 1242 pixels for ZED depth cameras. The RealSense Viewer tool
or the RealSense cameras sometimes crashed when the resolution was set to a maximal
1920 x 1080 pixels, and this is the reason why these results were excluded from this paper.

In Figure 11 the depth measurement of a painting is presented, where the painting
was the object intended for detection via depth map. The painting frame was about 2 cm
thin against the wall area, and the wall was similarly yellow-colored. The height and width
of the painting were not significant since the depth camera calculates the depth information
in order to generate the depth map. The depth sensors were about 1.2 m away from the
wall in all measurements. The lighting of the room was derived from the same common
chandelier with five LED bulbs.

= ORI .(b)A

Figure 11. Examples of thin painting depth measurement: (a) color images from the left camera,

(b) corresponding depth maps.
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Figure 12. Examples of AC socket depth measurement: (a) color images from the left camera,
(b) corresponding depth maps.

The first example shows the results yielded with the D435 depth camera. The yellow
color of the wall is not overly pronounced, since the image sensors of the camera cannot
sense a better color image. Still, the color image is good enough, and all the details are
recognizable. The corresponding depth image in the right-hand column is considered as
good, since the painting frame is visible, but the painting area is damaged a little and not
clearly visible. This shortcoming could cause problems for post-processing algorithms
when the goal is the detection and extraction of the painting. There are also some noise and
artifacts remaining in the background on the left side and under the painting in the depth
map. Hopefully, these artifacts will not affect the detection algorithm for the desired object
from the depth image.

Figure 13. Cont.
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Figure 13. Examples of very dark electric car charger socket depth measurement: (a) color images
from the left camera, (b) corresponding depth maps.

The second experiment presents the images obtained from the D415 depth sensor. In
this example, the color image is much better, since the yellow color of the wall is more
pronounced, and the painting details are more visible. Furthermore, the corresponding
depth image in the (b) column is more accurate and precise, and the painting frame is
detected very well, without the surrounding artifacts and noise. This result was expected,
since the D415 depth camera is designed for applications where high accuracy is the
main demand, compared to the D435 depth camera where the visual experience is the
goal [7]. This depth map is considered as very good, and it could be very usable in robotic
vision applications.

The third example shows the measurements obtained with the ZED depth camera.
The color image is high quality, and the yellow color of the wall as well as all the details
in the image are clearly visible. The corresponding depth map is shown next to the color
image, and it is very accurate. All the details in the painting as well as the painting frame
itself are clearly visible. However, most of the wall area is visible, too, but this can most
likely be eliminated with post-processing algorithms.

The fourth example in Figure 11 presents the results obtained with the ZED 2i depth
sensor. The effect of a wide lens is noticeable, since a larger wall surface was covered
with this camera. Again, the colors and details in the depth image are clearly visible, even
the door on the left is in the scene. The measured depth map is very accurate. All the
details in the painting and its frame are clearly visible, even the edges of the door. Again,
part of the background wall area is also visible in the depth map, but it and the door area
can be eliminated later with post-processing if needed. Furthermore, it can be noticed
the drawing inside the picture in depth maps obtained with ZED cameras. The reason
of such results could be because the sides of the picture present minimal occlusions that
cannot be matched during the stereo matching step of the stereo algorithm. The black
borders are zone where the depth information is not available [16]. Additionally, the boat
probably has a homogeneous color that does not generate depth results. The boat on the
depth map is indeed black, which means that no depth is detected in that area hence the
depth map contains some part of the drawing inside the picture area in black color that
acts as a texture [16]. However, the edges of the picture area are clearly and accurately
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distinguishable in-depth maps measured with ZED sensors, and this information would be
used in post-processing.

Based on experiments presented in Figure 11, we concluded that the ZED and ZED 2i
depth sensors yielded accurate and precise depth maps, but in certain robotic applications,
the depth maps generated with the D435 and D415 depth sensors could be better used
for robotic vision purposes, since the picture area is separated from the background. The
reason of better depth maps lies in the fact that the RealSense cameras use IR sensors
for depth measurement [7], and this is the key reason of the acceptable picture area in
depth maps generated by RealSense cameras. However, in the absence of satisfactory
computer hardware, the measurements need to be limited on RealSense depth cameras
or equipment with similar requirements, since these cameras do not require high quality
GPUs for depth calculation.

In Figure 12 an experiment is presented where the goal was to detect the AC socket
in the wall. Near the AC socket there was also a junction box. The AC socket was about
7 mm thin, and the junction box, about 2.2 cm thin. The measurements were conducted in
daylight, and the windows were to the left of the scene, as was the illumination. The area
around the junction box was brighter, since it was closer to the window compared to the
AC socket, and it obtained more light. The depth camera distance from the wall was set
to the minimum depth limits. The minimum depth limit of RealSense cameras is around
30 cm, and the minimum depth limit of ZED cameras is around 20 cm; hence, these were
the distance positions from the wall in these experiments.

In the first example in Figure 12, the D435 depth camera captured a very good color
image, as can be seen on the left. However, again the wall color is not pronounced, since
the blue color is very poor in the image. In the right-hand column, the depth map is shown.
The depth image is not very clear, the AC socket is very hazy, and the junction box is not
visible. Hence, this depth map cannot be used for robotic vision applications. This result
was not unexpected, since the D435 is not very accurate and not suitable for applications
that demand high accuracy and precision [7].

In the second example, the quality of the color image recorded with the D415 is similar,
but the corresponding depth map is significantly better. The frame and edges of the junction
box are clearly visible, and the desired AC socket is easily distinguishable. However, the
upper part of the AC socket is blurred and hazy. This result can be considered satisfactory
for robotic vision applications, since it provides enough information for further image
processing. This was also an expected result, since the D415 camera is designed mainly for
applications with high accuracy requirements at small distances [7].

In first two examples in Figure 12b, the wall area is at the same distance from the
depth camera plain, however the first two depth maps show different gray levels inside
the wall area. The reason for this phenomenon lies in the next explanation [7,16]. The gray
levels depend on the range of the scale used to render the depth map. If the range is short,
the “minimum” depth difference can be visible in object at similar distances. On other
hand, if the range of the scale is too large, some objects may not be visible in the image.
Additionally, the capturing conditions (illumination, shadows, darkness, etc.) can affect to
the visualization of depth maps too. Furthermore, when measuring large areas, such as
walls whose planes are at a certain distance from the plane of the depth camera, the results
may be scattered, dispersed and different gray levels can occur since, in real-life scenarios,
the distances between the wall and depth camera are different in relation to the direct
distance of the depth camera from the wall surface itself. Such phenomena are possible
due to the imperfections of the depth sensors themselves, and due to the illumination and
shadows, and can affect the depth calculation results of the stereo algorithm [16]. Hence,
only through experiments the best possible depth map can be achieved [7,16]. There are
no universal solutions, and the appropriate measuring conditions must be determined for
each application and scene separately [7,16].

The third example shows the images obtained from the ZED depth camera. The color
image on the left can be considered as perfect. The generated depth map in the right is
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very accurate; the AC socket is clearly visible, including the child protection holes (the
round white area in the middle of the AC socket). This result was very good, despite the
junction box not being visible (which was not the goal of this experiment). The reason why
the junction box is not visible lies in the illumination from the left. The junction box got
more light, this light blinded the camera sensors, and the objects illuminated from the left,
i.e., the junction box, are not visible in the depth map [16]. This is a common problem with
passive stereo cameras because the illumination can cause false detection [16].

The final example in Figure 12 shows the results obtained with the ZED 2i depth
camera. The color image is very good, and all the details are clear. There are some light
reflections above the AC socket, which can cause some negative effects in the calculated
depth map. The depth image is displayed on the right. The obtained depth image is
noticeably very precise and accurate, and the AC socket and junction box are emphasized
well. Quite likely, the polarizing filter eliminated some illumination and light reflection,
and the result is the good depth image. Even the small holes in the box and socket are
precisely visible in the depth image.

According to images in Figure 12, the ZED 2i depth camera generated the best depth
image of all available depth cameras. The reason for this is primarily its improved optics,
which include a polarizing filter [16].

The next example in Figure 13 shows the results obtained in measurements where high
precision and accuracy were mandatory. Figure 13 shows a special electric car charging
socket, the so-called CCS2 socket. This example is very interesting, since the socket was
pure black and very dark. The textures of the socket were not clearly visible. The holes
around the electric contacts as well the electric contacts themselves were very dark. The
background of the socket was also black. The goal of this experiment was to find and
analyze the limit case of measurement, when the details of the object itself are very poorly
visible and very dark. Dark objects reflect light less, which results in poorer capabilities
of all depth cameras since the textures of dark objects are not visible appropriately, and
makes it very difficult to calculate the depth of scenes which contain dark objects and
materials [7,16]. The lighting of the room was derived from the same common chandelier
with five LED bulbs in this example, and the background light was partly derived from
sunrays through the window located behind the black background and socket. The depth
sensors were set about 30 cm away from the CCS2 socket in all measurements. It should
also be noticed that the sunrays from through the window radiated directly at the depth
camera, and there were shadows in the image. The goal of such experiment was to analyze
the behavior of depth sensors in real applications with various illumination sources acting
simultaneously.

In Figure 13 the first example shows the result of recording with the D435 depth sensor.
The color image on the left is a little blurry, but the details are clear. The corresponding
depth map is displayed on the right. We see that the CCS2 socket is invisible, and the depth
map contains lot of noise and artifacts.

The second example shows the result of capturing with the D415 depth camera. The
color image on the left is similar, and the depth map on the right is almost pure black,
without any useful content. These results were expected since the RealSense cameras
cannot handle the light reflection and the direct illumination [7].

The third example presents the measurements obtained with the ZED depth camera.
The color image on the left is very good, and it contains more details owing to the wider
FOV and better lens. The yielded depth image is displayed in the right-hand column.
The socket is visible in the depth map; however, its region is very noisy and fuzzy, and it
cannot be clearly separated from the background. Obviously, the dark surface of the CCS2
socket and the direct illumination affected the image sensors, making it difficult to detect
the desired area in the image. Still, this is a much better result compared to the results
generated with the RealSense depth sensors.

The final measurement in Figure 13 presents the result obtained with the ZED 2i depth
sensor. Again, the wider FOV provided more details in the color image, and the polarizer
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lens handled the illumination and reflection to a certain extent. The obtained depth map
is displayed on the right. The measurement result is significantly better compared to the
depth map generated with the ZED. The CCS2 socket is clearly visible, with less noise
and artifacts. The electric contact and the holes are also clearly visible; hence, this depth
map could be used for robotic vision application. Apparently, the high-quality lens and
polarizing filter provide more features in the ZED 2i than the depth cameras with modest
quality lenses.

As it can be noticed in Figure 13, a not good illumination reduces the quality of
the visual features degrading the performances of the stereo matching algorithm in ZED
cameras. Dark objects and materials do not reflect the light (they are absorbing the light)
and so there is no appropriate visual information to process. Since ZED cameras has no
active illumination, so the darker is the scene, and less visual information is available. If
the light is indeed too strong the effect is dual, but the result is mostly the same, the depth
map will be poor [16]. The same problem is with the IR laser in RealSense cameras, since
dark objects and materials does not reflect the light suitably, there is no suitable visual
information to process even with the laser [7]. Sometimes a good lighting system can help
with stereo vision, but the dark object must be illuminated using different angles to create
shadows that act as visual textures. Unfortunately, this is very hard to achieve and there is
no reliable and unique solution [7,16].

Based on the examples in Figure 13, the ZED 2i depth sensor yielded the most accurate
depth map in applications where the objects were not clearly visible because of the dark
colors and invisible textures, and in the presence of dim illumination and shadows.

The final example in Figure 14 shows the results of the same CCS2 socket, but in this
example the scene is illuminated with two small SMD (Surface-Mount Device) LED (Light
Emitting Diode) panels with 20 built-in LED diodes.

Figure 14. Examples of very dark electric car charger socket depth measurement: (a) color images
from the left camera, (b) corresponding depth maps.
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This example is very interesting, since the depth maps in Figure 13 were not obtained
well, and now the experiment is expanded with the use of artificial illumination source
and the measurements were repeated. The expectation is, if the LED panel will highlight
the textures of the socket, then the depth maps will be better. The illumination has been
done simultaneously from the left and right sides of depth sensors, where the LED panels
were placed in the same plain with depth cameras. In this position, the LED panels will
not blind the camera sensors, and this is considered as a very important task in artificial
lighting [7,16].

As it can be seen in Figure 14, the use of artificial illumination source illuminates
the scene and the textures of the socket with its surrounding are more visible in contrary
to the images from Figure 13. Obviously, the LED panels showed in Figure 15 provide
satisfactory lighting conditions, because in all the color images the scene is more clearly
visible. Additionally, it can be noticed that RealSense cameras capture more colorful RGB
images, while ZED cameras suppress the influence of the artificial lighting and their images
contain less color. This phenomenon can be attributed to the different optics used by ZED
cameras, compared to RealSense cameras. On the other hand, ZED depth sensors provide
better depth maps, according to the results in Figure 15. The first example was captured
with D435 camera. As it can be seen, the frame of the CCS2 socket is poorly visible in the
depth image, unfortunately it is not enough to be able to determine some of its details.
The second example shows the results obtained with D415 camera. Here, the connector
is not visible at all in the generated depth map. Even the use of lasers could not affect
the generation of a quality depth maps with RealSense cameras in this experiment. The
third example shows the result measured with ZED depth sensor. In the corresponding
depth map some parts of the socket are recognizable and the frame of the socket is visible,
however, the small holes in the socket are not visible. The final example presents the
depth image obtained with ZED 2i depth sensor. As it can be seen, the socket is clearly
recognizable in the depth map with all its parts. Obviously, the built-in polarizing lens
compensated the light reflections caused by LED panels, which led to the generation of a
quality depth map.

Figure 15. The SMD LED panel used for illumination.

Based on the examples in Figure 15, the ZED 2i depth sensor yielded the most accurate
and realistic depth map in applications where the objects were illuminated with artificial
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illumination. As it can be concluded from example in Figure 15, a quality illumination
system can improve the visibility of the scene which leads to better noticeable textures in
the RGB image. Thanks to the better visible scene, depth sensors can generate a depth map
with greater reliability and quality.

5. Conclusions

This review research presented a detailed overview of the D435, D415, ZED, and ZED
2i depth sensors. The principal features of the depth sensors were described and compared.
A series of experiments were conducted in various lighting conditions with various objects,
and adequate measurement comparisons were made. Based on the experiments, all the
analyzed depth cameras were suitable for applications where robot spatial orientation and
obstacle avoidance were mandatory in conjunction with image vision. On the other hand,
in robotic vision applications where high precision and accuracy were mandatory, the ZED
and ZED 2i depth sensors yielded better results. Further, it is shown, that the use of an
artificial illumination source can improve the depth measurement in certain applications.
Finally, in applications where the required objects were very dark and textureless, along
with dim illumination and shadows, the ZED 2i depth sensor generated the most reliable
and accurate depth map of the real scene.

6. Future Works

In the future, the ZED 2i camera should be acquired and utilized for further research
in the field of robotic vision for medical applications, automotive applications, and au-
tonomous industrial robot development.
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