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Abstract: This paper presents a systematic procedure for the control scheme design for a PVTOL
aircraft system with an inverted pendular load, which is a nonlinear underactuated system. The con-
trol scheme is based on the use of angular movement as an artificial control in order to propose new
auxiliary control inputs. This is achieved by a linear extended state observer-based active disturbance
rejection control to reject both nonmodeled dynamics and external disturbances. The flying planar
inverted pendulum is then linearized around an unstable equilibrium point, and the resulting system
is subdivided into two subsystems: (1) the height system, and (2) the horizontal pendulum system.
For the height system, a linear extended state observer-based active disturbance rejection control is
proposed in order to accomplish a take-off and landing task in the presence of external disturbances
and non-linearities neglected in the linearization process. The flatness property in the horizontal-
pendulum system is exploited in order to propose another active disturbance rejection control of
linear nature. The flatness of the tangentially linearized model provides a unique structural property
that results in an advantageous low-order cascade decomposition of the linear extended state observer
design. Numerical simulations show the effectiveness of the proposed control scheme in trajectory
tracking tasks in the presence of disturbances caused by crosswinds with random amplitudes.

Keywords: underactuated systems; inverted pendulum; unmanned aerial vehicle; active disturbance
rejection control; nonlinear control; robust control

1. Introduction

The analysis and control of underactuated systems (UAS) is an active and intricate
research topic in automatic control theory [1] because control inputs cannot produce
arbitrary accelerations in some of the degrees of freedom at every instant in time [2]. This
fact has several untoward consequences for design control laws. For instance, some UAS
are not linearizable by static or dynamic feedback, making most of the traditional control
schemes inapplicable. In contrast, the need for fewer actuators in UAS produces some
practical advantages like lighter structures, lower costs, and reduced dimensions [3]; these
have permitted the practical use of UAS in real applications such as damping systems [4],
aerial vehicles [5], ground vehicles [6], and flexible robots [7], among others.

A classical benchmark in automatic control theory is the inverted pendulum system
(IPS), which includes the pendubot, acrobot, wheeled inverted pendulum, spherical in-
verted pendulum, Furuta pendulum and, in recent years, the flying inverted pendulum. All
these systems are nonlinear, underactuated, and unstable mechanical systems and many
control strategies have been developed for stabilization and tracking the use of linear and
non-linear control. Furuta et al. [8] are concerned with attitude control of a triple inverted
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pendulum system in which the lower hinge is free for rotation and two upper hinges are
controlled. The controller is designed by using a linearized model in a neighbourhood of
the upright position; simulations and experimental results are shown. In [9], robustness
improvement in a class of UAS is addressed by combining the so-called IDA-PBC controller
with an adaptive control technique. This control scheme is used in the inertia wheel inverted
pendulum with numerical simulations and real-time experiments. The proposal in [10]
leads global stabilization for the cart-pendulum system by control strategy based on the
use of saturation functions. Aguilar–Ibañez et al. [11] present a non-linear controller for the
stabilization of the Furuta pendulum by using a partial feedback linearisation. In the first
stage, only the actuated coordinate is linearised; then, the stabilizing feedback controller is
achieved by applying the Lyapunov direct method. This paper proves local asymptotic
stability and demonstrates that the closed-loop system has a large region of attraction.

In recent decades, some popular UAS include the unmanned aerial vehicle (UAV)
because of its robust electro-mechanical design, high maneuverability, and low cost; more-
over, their use can be appliled to various fields, such as environmental monitoring, terrain
mapping, emergency response, and military use, among others [12]. This wide diver-
sity of applications has motivated novel device configurations, instrumentation schemes,
and research in control theory to apply linear and nonlinear controls. Classical linear
control is based on an approximate linear model near the equilibrium point, and many
examples of linear control can be found in the literature, including the proportional integral
derivative (PID) control [13] and linear quadratic regulator (LQR) control [14,15] for stabi-
lization and tracking problems. In addition, some interesting works can be found related to
nonlinear control approaches for UAS stabilization and tracking. In Hernández et al. [16],
a control strategy is developed for take-off and landing maneuvers in a Quadcopter system.
The control strategy consists of a combination of controllers based on nested saturations
and a generalized proportional integral (GPI) controller, and it is designed considering the
presence of disturbances. Consequently, larger robustness is obtained and the algorithm
convergence is proven by means of Lyapunov’s second method. Azinheira et al. [17]
present a backstepping-based controller used on the UAV system with input saturation,
and the stability of the control solution is verified. Another backstepping approach is
showcased by Das et al. [18], in which the backstepping approach is used for the quadrotor
controller on the Lagrangian form of the dynamics; in addition, two neural networks
are introduced to estimate the aerodynamic components. The proposed controller shows
robustness cope of unmodeled disturbances. Xiong et al. [19] apply a second-order sliding
mode control approach to design a robust flight controller for the Quadcopter system,
which is designed to provide a robust position and attitude tracking control with respect to
model parameter uncertainties.

Planar vertical take-off and landing (PVTOL) has been used as a benchmark for many
research works given that it represents a simplification of other UAV systems, such as
Quadcopter and aircraft. PVTOL is a hardly nonlinear control problem because it is an
underactuated, nonminimum phase system and, due to the moment-to-force coupling in the
model, its zero dynamic is unstable, and the exact input–output linearization methodology
produces undesirable results. Numerous works about stabilization control for the PVTOL
system can be located in the literature. Hauser et al. [20] showed a model extension in
the PVTOL system and proposed a state feedback linearization control for stabilization.
In [21], the state feedback control technique in a PVTOL extended model is analyzed,
and the conditions under which it is possible to determine local asymptotic stability by
using a control based on feedback linearization is found. In [22], Fantoni et al. proposed a
global stabilizing scheme for the PVTOL system considering PVTOL’s angle as a fictitious
control input. The control scheme is formed by a nonlinear combinations of linear saturation
functions bounding the thrust input and the rolling moment. Global convergence of the
state is proved. An extension of this work is shown in [23] wherein robustness is proven
with respect to lateral force coupling, which was neglected in the previous work.
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The robust control design for UAV systems is an active and challenging problem for
stabilization and tracking given that these kinds of systems are subjected to disturbance
in outdoor applications due to wind; consequently, there is a vast amount of literature
on the subject. In [24], a backstepping procedure is applied to control the height position
together with the nested saturation functions controller for horizontal position and roll
angle stabilization, and an extended state observer is used to estimate the wind disturbance.
In [25], a robust control strategy to stabilize a PVTOL aircraft in the presence of crosswind
is proposed by the use of robust control Lyapunov functions (RCLF) and Sontag’s universal
stabilizing feedback.

In recent years, the flying inverted pendulum (FIP) system has attracted interest
in automatic control research; this system consists of an inverted pendulum linked to
a UAV system. The FIP system was developed by Hehn and D’Andrea [26] in 2011.
The LQR control was used to stabilize the position of the pendulum and Quadcopter
systems considering that the pendulum’s mass was less than 5% of the UAV’s mass. Some
other works have been developed based on the FIP system by using different control
ideas; a three-level cascade strategy is proposed in [27], wherein each level of the cascade
system executes a control law designed through a backstepping approach and numerical
simulations were carried out. Chen et al. [28] used an improved genetic algorithm to
determine parameters in the LQR controller in order to get better stabilization in the FIP
system. Numerical simulations were carried out to observe the performance of the control
methodology proposed. In [29], a backstepping control law based on geometric principles
to swing up the FIP system is proposed, and numerical experiments have shown control
actions for aggressive maneuvers.

The active disturbance rejection control (ADRC) has led to a new paradigmatic control
vision whereby external and internal disturbances are actively estimated and rejected from
a simplified version of the system. The ADRC field exhibits an increasing number of
experimental results in diverse applications. In [30], a robust trajectory tracking control for
the PVTOL system under crosswind is discussed. The control proposed is a combination of
input—output feedback linearization and ADRC to estimate and compensate the crosswind
effects. In [31], a three-loop cascade control strategy based on ADRC is proposed for the
FIP system. Simulation results showed a comparison to an LQR controller to illustrate
the robustness of the control proposal. A flatness-based approach is proposed for the
linear ADRC stabilization of a nonlinear inertia wheel pendulum in [32], which is subject
to unmodelled dynamics and external disturbances. The approach exploits the cascade
structure of the tangential linearization of the underactuated system and design a high-
gain linear cascaded extended state observer of the generalized proportional integral type.
Experimental results are shown to demonstrate the effectiveness and feasibility of the
proposed approach with respect to a classic control technique.

The aforementioned works use restriction in the pendulum’s mass considered in [26].
Consequently, the pendulum’s dynamics are neglected in the UAV’s dynamics and, in fact,
the flying pendulum system is in the presence of external disturbances produced by wind,
as reported in above. Considering works in the literature, this paper is focused on the
trajectory-tracking problem and stabilization in the PVTOL aircraft system with an inverted
pendular load under crosswind disturbances without restriction in the pendulum’s mass.
This consideration causes coupling in the pendulum and UAV dynamics. This work
explores the differential flatness property in the PVTOL aircraft system with an inverted
pendular load in order to design a control scheme that consists of three closed-loop controls;
in each one, a linear state feedback control law is proposed, derived from differential
flatness system, and an extended state observer (ESO) to estimate and compensate the
crosswind is applied. In addition, this proposal considers that only position is available
in state measurement. Consequently, the control scheme proposed takes advantage of the
ESO to estimate the states that are not directly available for measurements.

The main contributions of this study are as follows:
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(i) a control strategy that uses the differential flatness property in the PVTOL aircraft
system with an inverted pendular load in order to design a control for the height, roll
attitude, horizontal position, and roll angle simultaneously, even in the presence of a
crosswind;

(ii) a control algorithm, which is robust against the presence of external disturbances
and whose performance is competitive with respect to another robust controller of
discontinuous nature; and

(iii) a set of convenient transformations (cascade structure [3]), in which the linearized high-
order system can be expressed as a various tandem lower-order systems depending
on measurable variables that allow a controller formed by the combination of linear
extended state observer-based ADRCs.

The rest of this article is divided as follows. In Section 2 the PVTOL aircraft system
with an inverted pendular load is described, and the mathematical model is derived by
using Euler–Lagrange formalism. Section 3 is devoted to describing the proposed control
approach in four subsections. Section 3.1 presents the control loop for roll angle and a
normalized form of the system. Section 3.2 shows the height control, and Section 3.3
presents the control loop for horizontal displacement and pendulum’s angle. Section 4 is
devoted to numerical simulations, and Section 5 presents the conclusions.

2. Mathematical Model

The PVTOL aircraft system with an inverted pendular load is a mechanical system
that consists in a PVTOL vehicle and an inverted pendulum attached to the PVTOL’s center
of gravity; this system is a two-dimensional version of the FIP system. PVTOL aircraft
system with an inverted pendular load is shown in Figure 1, and its dynamical model is
derived by Euler–Lagrange equations. The Lagrangian of the system is constructed by the
difference of the kinetic and potential energies of the PVTOL and the inverted pendulum,

θ

f
1

f
2

α

g m
p

u
2

u
1

x
v

y
v

g m
v

Figure 1. PVTOL aircraft system with an inverted pendular load.

Kv =
mv ε̇v ε̇ᵀv

2
+

ivα̇2

2
Kp =

mp ε̇p ε̇ᵀp

2
+

ip θ̇2

2

Pv = mvgyv Pp = mpg(lp cos(θ) + yv)

where mv is the PVTOL’s mass, mp is the pendulum’s mass, iv is the PVTOL’s inertia, ip is
the pendulum’s inertia and lp is the pendulum’s length, εv = (xv, yv) is the reference frame
fixed to PVTOL’s center of gravity related to an inertial reference frame fixed in the ground.
εp is the reference frame fixed to pendulum’s center of gravity and it is related to εv as

εp = εᵀv + Rθ

[
0 lp

]ᵀ
Rθ is the rotational matrix defined as
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Rθ =

[
cos(θ) − sin(θ)
sin(θ) cos(θ)

]
The Lagrangian of the PVTOL aircraft system with an inverted pendular load is

defined as follows:

L =
−2glpmp cos(θ)− 2g(mv + mp)yv + (mv + mp)(ẋ2

v + ẏ2
v)

2

+
ivα̇2 − 2lpmp(cos(θ)ẋv + sin(θ)ẏv)θ̇ + (ip + l2

pmp)θ̇2

2
. (1)

By using Euler–Lagrange formalism, the dynamics can be calculated as

d
dt

∂L
∂q̇
− ∂L

∂q
= U + d, (2)

where q is the generalized coordinates vector of the system, q =
[
xv yv α θ

]ᵀ, U and d
are the control inputs matrix and the external disturbance matrix defined as follows:

U =
[
−u1 sin(α) u1 cos(α) u2 0

]ᵀ
d =

[
−dx sin(α) dy cos(α) dα 0

]ᵀ.

Control inputs u1 and u2 are defined through the forces generated by the pairs
propeller-motor of PVTOL, u1 = f1 + f2 and u2 = f2 − f1 and disturbances are taken
as crosswind inputs as shown in [30] with amplitudes dx, dy, and dα respectively.

By solving the Euler–Lagrange Equation (2), differential equations of the system can
be expressed as M(q)q̈ + C(q, q̇)q̇ + G(q) = U + d, where matrix M(q) is symmetric and
non-singular, C(q, q̇) is the Coriolis matrix, and G(q) is the gravity vector. Solving this
expression for q̈, the dynamical system can be expressed as

q̈ = M−1(q)(U − C(q, q̇)q̇− G(q)) + M−1(d). (3)

Without loss of generality, PVTOL’s structure is taken as a rigid body, the pendulum is
assumed as a rigid massless bar with a point mass in its end, ip = 0, and PVTOL’s inertia is
iv = 1. Solving the expression (3) for the Lagrangian described in (1) of the PVTOL aircraft
system with an inverted pendular load, the following differential equations are obtained:

ẍv =
−0.5u1((2mv + mp) sin(α) + mp sin(α) + 2θ) + lpmvmp sin(θ)θ̇2

m(mv + mp)
+ Dx (4)

ÿv =
−2gmv(mv + mp) + (2mv + mp)u1 cos(α)−mpu1 cos(α + 2θ) + 2lpmvmp cos(θ)θ̇2

2mv(mv + mp)
(5)

+ Dy (6)

α̈ = u2 + Dα (7)

θ̈ =
u1 sin(α + θ)

lpmv
+ Dθ (8)
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with

Dx = −
0.5dx(2mv + mp + mp cos(2θ)) sin(θ) + dymp cos(α) cos(θ) sin(θ)

mv(mv + mp)
(9)

Dy =
dy cos(α)(2mv + mp −mp cos(2θ)) + dxmp sin(α) sin(2θ)

2mv(mv + mp)
(10)

Dα = dα (11)

Dθ =
dx cos(θ) sin(α) + dy cos(α) sin(θ)

lpmv
. (12)

Control problem. Consider the PVTOL aircraft system with an inverted pendular
load dynamical system ((4)– (8)). The problem is to design a control scheme for a take-off
and landing maneuver while ensuring the stabilization in the inverted pendulum position
around the unstable equilibrium point, through the control inputs u1 and u2 in spite of the
presence of disturbances caused by crosswind and nonmodeled dynamics.

3. Control Scheme

The control scheme is conformed by three control loops: The first loop is designed for
the trajectory tracking control in α angle. This inner loop keeps the trajectory tracking error
in a sufficiently small vicinity of the origin to consider the desired trajectory as an artificial
control in the PVTOL aircraft system with an inverted pendular load, where new auxiliary
controllers are proposed. The PVTOL aircraft system with an inverted pendular load is
tangentially linearized around the unstable equilibrium point, and the linearized system is
used to design the second and third control loops. The second loop is devoted to trajectory
tracking for take-off and landing maneuvers, and the third loop explores the differential
flatness property in the horizontal displacement and pendulum’s angle system in order to
stabilize both coordinates at the same time. A diagram of the proposed control scheme is
depicted in Figure 2.

PVTOL aircraft 
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Figure 2. Schematics of the control scheme.

The following assumptions are considered for the control design.

Assumption 1. The time derivatives of the desired trajectory for α angle are not well known.
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Assumption 2. Only linear and angular positions are available for measurement.

3.1. Control for α Angle

Dynamics for the α angle are described by Equations (7) and (11). Where disturbance
dα is caused by crosswind and is uniformly absolutely bounded, it is assumed that there
exists a finite constant such that ‖ dα ‖< δα. The control objective is to keep α close to the
desired trajectory, αd, which will be calculated by the following control loops; consequently,
only the desired trajectory is known, but its time derivatives are not. Defining the trajectory
tracking error eα = αd − α and expressing the dynamical trajectory tracking error in terms
of state variables e1α = eα and e2α = ėα, the dynamical equations of the trajectory tracking
error are expressed as follows:

ė1α = e2α (13)

ė2α = α̈d − u2 − Dα. (14)

By Assumption 1 α̈d is not well known, so it will be taken as disturbance, Dαd = α̈d −
Dα. It is clear that the nondisturbed system, i.e., Dαd = 0, (13), (14) is a pure integrator chain.

In order to reject the disturbance Dαd , and to achieve Assumption 2, the following ESO
is proposed for simultaneous estimation of e2α and the disturbance signal Dαd :

˙̂e1α = ê2α + λ1α(e1α − ê1α) (15)
˙̂e2α = u2 + λ2α(e1α − ê1α) + D̂1αd

˙̂D1αd = D̂2αd + λ3α(e1α − ê1α)

˙̂D2αd = λ4α(e1α − ê1α).

The observation error of the state variable Oα = e1α − ê1α is subject to the following
linearly dominant reconstruction error dynamics:

O(4)
α + λ1αO(3)

α + λ2αÖα + λ3αȮα + λ4αOα = ξα.

The term ξα represents the total uniformly absolutely bounded disturbance due to ex-
ternal disturbances and internal perturbations, i.e., ‖ ξα ‖< δ1ξ. A necessary and sufficient
condition for having the observation error Oα ultimately, uniformly, convergent toward
a sufficiently small neighborhood of the acceleration estimation error phase space [3,33],
consists in choosing the observer control parameters, λjα j = 1, 2, 3, 4, such that the charac-
teristic polynomial associated with the linear dominant dynamics is Hurwitz, making the
linear injection error dynamics stable. The controller is thus given by

u2 = kα1e1α + kα2 ê2α − D̂1αd , (16)

where e1α is measurable and, is used instead of its estimate. The trajectory tracking error
dynamics of the closed loop is given by

ëα + kα2 ėα + kα1eα = ηα, (17)

where ηα =‖ Dαd − D̂αd ‖< Kα. The control parameters kα1 and kα2 are chosen such that
a stable second-order dynamics with characteristic polynomial s2 + 2ω0ξ0s + ω2

0, being
ωn, ξ0 ∈ R2, is matched. In this case, the control parameters are chosen as kα1 = ω2

0 and
kα2 = 2ω0ξ0. This means that angle α tends to be close to the desired trajectory αd in a
sufficiently small neighborhood after a finite time tα, so

lim
t→∞
| eα | < Kα.
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Linearized PVTOL Aircraft System with an Inverted Pendular Load

According to [16], after applying control u2 (16) and a later finite time tα, the trajectory
tracking error, eα, is sufficiently close to zero; conseuently, it is possible to replace α for
αd and use it as artificial control input [10,22,23] for the PVTOL aircraft system with an
inverted pendular load, where the error between α and αd is taken as a disturbance input
in the subsequent control loop. Proposing control inputs u1 and αd as

u1 =
√

r2
1 + r2

2 (18)

αd = arctan(r2/r1),

the PVTOL aircraft system with an inverted pendular load is expressed as follows:

ẍv = −
r2(2mv + mp + mp cos(2θ) + mpr1 sin(2θ)− 2lpmvmpsin(θ)θ̇2

2mv(mv + mp)
+ Dx (19)

ÿv =
−2gmv(mv + mp) + (2mv + mp)r1 −mpr1 cos(2θ)

2mv(mv + mp)

+
mpr2 sin(2θ) + lpmvmp cos(θ)θ̇2

2mv(mv + mp)
+ Dy (20)

θ̈ =
r2 cos(θ) + r1 sin(θ)

lpmv
+ Dθ (21)

where

Dx =
−dx(mv + mp)r2 + mp sin(θ)(−dyr1 cos(θ) + dxr2 sin(θ))

mv(mv + mp)
√

r2
1 + r2

2

(22)

Dy =
dyr1(mv + mp −mp cos(θ)2) + dxmpr2 cos(θ) sin(θ)

mv(mv + mp)
√

r2
1 + r2

2

(23)

Dθ =
dxr2 cos(θ) + dyr1 sin(θ)

lpmv

√
r2

1 + r2
2

. (24)

Equations (19)–(21) represent the reduced dynamical model of the PVTOL aircraft
system with an inverted pendular load with r1 and r2 as control inputs.

A desired equilibrium point is given by: xv = 0, yv = 0, ẋv = 0, ẏv = 0, θ = 0, θ̇ = 0,
r1 = g(mv + mp), r2 = 0; consequently, defining state variables x1 = x, x2 = ẋ, y1 = y,
y2 = ẏ, θ1 = θ, θ2 = ẏ and performing a tangent linearization of the system (19)–(21) [3],
the resulting dynamics, ignoring disturbances, can be described in following form:



ẋ1δ

ẋ2δ

ẏ1δ

ẏ2δ

θ̇1δ

θ̇2δ

 =



0 1 0 0 0 0

0 0 0 0 −
gmp

mv
0

0 0 0 1 0 0
0 0 0 0 0 0
0 0 0 0 0 1

0 0 0 0
g(mv + mp)

lpmv
0





x1δ

x2δ

y1δ

y2δ

θ1δ

θ2δ

+



0 0

0 − 1
mv

0 0
1

mv + mp
0

0 0

0
1

lpmv



[
r1δ

r2δ

]
, (25)

where
[
x1δ x2δ y1δ y2δ θ1δ θ2δ

]ᵀ are the incremental state variables of the linear
system, and

[
r1δ r2δ

]ᵀ are the incremental control inputs. The linear system (25) can
be separated into two parts: the height subsystem (y1δ) and the horizontal pendulum
subsystem (x1δ, θ1δ) as
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[
ẏ1δ

ẏ3δ

]
=

[
0 1
0 0

][
ẏ1δ

ẏ3δ

]
+

 0
1

mv + mp

r1δ (26)


ẋ1δ

ẋ2δ

θ̇1δ

θ̇2δ

 =


0 1 0 0

0 0 −
gmp

mv
0

0 0 0 1

0 1
g(mv + mp)

lpmv
0




x1δ

x2δ

θ1δ

θ2δ

+


0

− 1
mv
0
1

mv + mp

r2δ. (27)

The subsystem (26) is the linear dynamical equation of the PVTOL’s height with incre-
mental control input r1δ. It is a fully actuated and controllable system; the control law will
be proposed to accomplish a take-off and landing maneuver with an ADRC to compensate
the nonlinearities neglected in the linearization process and external disturbances.

Similarly, the subsystem (27) is the PVTOL’s horizontal position and the pendulum’s
angle linear dynamics with control input r2δ. It is an underactuated system. A con-
trol law by differential flatness approach will be developed for a rest-to-rest maneuver,
and nonlinearities and external disturbances will be compensated by another ADRC. Both
control proposals will be acting at same time to accomplish the control objectives.

3.2. Height Control

As mentioned earlier, system (26) is the linear dynamical equation of the PVTOL’s
height. The control objective is to achieve a take-off and landing maneuver. Consequently,
we define the trajectory tracking error ey = yd − y1δ. Let us express the dynamical equation
for trajectory tracking error in terms of state variables e1y = ey, and e2y = ėy, and the
following dynamical equations are obtained:

ė1y = e2y (28)

ė2y = − r1δ

mv + mp
− Dyd. (29)

By Assumption 1, ÿd is not measurable, so it will be taken as disturbance. Dyd

represents the total disturbances by high-order terms neglected in linearization process,
the possibly unmodeled dynamics and external disturbances by crosswind (23). Dyd is
considered uniformly absolutely bounded so ‖ Dyd ‖< δy, with δy > 0.

In order to reject the disturbance Dyd , and to achieve Assumption 2, the following ESO
is proposed for a simultaneous estimation of e2y and disturbance signal Dyd ,

˙̂e1y = ê2y + λ1y(e1y − ê1y)

˙̂e2y = u2 + λ2y(e1y − ê1y) + D̂1yd (30)
˙̂D1yd = D̂2yd + λ3y(e1y − ê1y)

˙̂D2yd = λ4y(e1y − ê1y),

where the state e1y is measurable. The observation error of the state variable Oy = e1y − ê1y
generates the following linear reconstruction error dynamics:

O4
y + λ1y + O3

y + O2
y + Oy = ξy.

The term ξy represents the total uniformly, absolutely bounded disturbance due to
external and internal disturbances, i.e., ‖ ξy ‖< δ2ξ. To force the observation error Oy
to be ultimately, uniformly, convergent toward a sufficiently small neighborhood of the
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acceleration estimation error phase space, let us choose the observer control parameters,
λjy j = 1, 2, 3, 4, such that the dominant linear injected error dynamics becomes stable
(Hurwitz). The controller is thus given by

r1δ = (mv + mp)(−ky1e1y − ky2 ê2y − D̂1yd). (31)

The trajectory tracking error dynamics of the closed loop is given by

ëy + ky2 ėy + ky1ey = ηy.

where ηy =‖ Dyd − D̂yd ‖< Ky. The control parameters ky1 and ky2 are chosen such that
a stable second-order dynamics with characteristic polynomial s2 + 2ω1ξ1s + ω2

1, being
ω1, ξ1 ∈ R2, is matched. In this case, the control parameters are chosen as ky1 = ω2

1 and
ky2 = 2ω1ξ1. This means that the height y tends to be close to the desired trajectory yd in a
sufficiently small neighbourhood after a finite time ty, so

lim
t→∞
| ey |< Ky

lim
t→∞
| r1δ |< Kr1,

where Kr1 > 0.

3.3. Control for Horizontal Displacement and Pendulum’s Angle

Considering the linear subsystem (x, θ), described in equation (27), can be expressed
in a compact form as

Ẋhp = AhpXhp + Bhpr2δ (32)

with

Ahp =


0 1 0 0

0 0 −
gmp

mv
0

0 0 0 1

0 1
g(mv + mp)

lpmv
0

; Bhp =


0

− 1
mv
0
1

mv + mp

. (33)

Moreover, Xhp = (x1δ, x2δ)
ᵀ and r2δ as control input and according to [34,35], if

the Kalman controllability matrix Ck = [Bhp AhpBhp A2
hpBhp A3

hpBhp] is not singular,
the pair (Ahp, Bhp) is controllable and hence the system is flat with flat output computed as

F = [0 0 0 1]C−1
k Xhp.

In order to simplify the calculation of the flat output time derivatives, flat output can
be selected as

F = Γ[0 0 0 1]C−1
k Xhp

with Γ = − g
l2
pm

is a constant; defining the row vector

c f = Γ[0 0 0 1]C−1
k (34)

where flat output F and and a finite number of its time derivatives can be obtained with
the following equation:
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
F
Ḟ
F̈

F(3)

 =


c f

c f A
c f A2

c f A3

Xhp. (35)

Calculating (35), the flat output and its time derivative are completely parametrized
in terms of the system variables and its time derivatives as

F = θ1δ −
x1δ

lp

Ḟ = θ2δ −
x2δ

lp

F̈ =
gθ1δ

lp
(36)

F(3) =
gθ2δ

lp
.

The flat output fourth-order time derivative is obtained as follows:

F(4) =
g(−r2δ + g(m + mp)θ1δ)

l2
pmv

.

Notice that the second and third time derivatives of flat outputs are computed by
linear and angular velocities of θδ and xδ and under Assumption 2, the velocities are not
available. This restriction will be compensated in the control design procedure.

In the same way, all state variables can be parameterized by differential functions of
the flat output F and can be computed by using Equation (36), as follows:

x1δ = −lpF +
l2
p F̈
g

x2δ = −lp Ḟ +
l2
pF(3)

g

θ1δ =
lp F̈
g

(37)

θ2δ =
lpF(3)

g

r2δ =
−l2

pmvF(4) + g(mv + mp)lp F̈
g

.

The linearized system is clearly equivalent to the following input–output model

F(4) =
glp F̈(mv + mp)− gr2δ

l2
pmv

. . (38)

From the differential parametrization (36), it is clear that the tangent system naturally
decomposes into a cascade connection of two independent blocks. The first is controlled by
the incremental input r2δ with the output given by flat output F̈ which coincides with a

constant factor
g
lp

, with incremental angular position of the pendulum θ1δ, i.e., F̈ = θ1δ
g
lp

.

Then, the signal θ1δ
g
lp

acts as an auxiliary control input to the second block, which consists

of a chain of two integrators rendering the differential flat outputs Ḟ and F. The last
variable F is the output of the second block and the output to be controlled for the overall
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system. This cascading property simplifies and decouples the observer design task in the
flatness-based ADRC scheme.

Considering the system (38), we have the following simplified perturbed model for
nonlinear subsystem (x, θ)

F(4) = − gr2δ

l2
pmv

+ ξxθ , (39)

where ξxθ represents state-dependent expressions, all the higher-order terms (h.o.t) ne-
glected by the linearization, the possibly unmodeled dynamics, and external unknown
disturbances affecting the system. All these uncertain terms are lumped into a single
time-varying function represented by ξxθ that is defined as

ξxθ =
glp F̈(mv + mp)

l2
pmv

+ h.o.t. (40)

defining the auxiliary control input r2δ as follows:

r2δ = −v f
l2
pmv

g
, (41)

where v f is a new control input. Let Fi = F(i), i = 1, 2, 3, 4, the flat perturbed state space
model is given by

Ḟ1 = F2

Ḟ2 = F3

Ḟ3 = F4 (42)

Ḟ4 = v f + ξxθ .

At this point, the cascading property is used, which implies that we are to view
the previous system as the connection of two subsystems (see Figure 3). Notice that F3
corresponds to a measurable position, which can be measurable, and it is the known input
to the second-order pure integration system

Ḟ1 = F2

Ḟ2 = F3

and the remainder system is given by

Ḟ3 = F4

Ḟ4 = v f + ξxθ .

ò ò ò ò
F(x,θ) F(x,θ) F(x,θ) F(x,θ)

.. .

 g

lp2 mv

r2d

xxq

-
+

(3)

Figure 3. Cascade structure of (x, θ) sub−system.

The perturbation term ξxθ can be expressed in terms of the input, the output, and their
algebraic combination. Then it is algebraically observable [36]. Next, let us propose an
instantaneous virtual evolution model of a time-polynomial nature for such a time-varying
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function ξxθ , denoted by z, and adopt, say, the following third-order time polynomial
model for ξxθ , i.e., z(4) = 0. Then, with z(t) = z1, the the flat perturbed state space model
(42) can be rewritten as follows:

Ḟi = Fi+1, i = 1, 2, 3,

Ḟ4 = v f + z1 (43)

żj = zj+1, j = 1, 2, 3,

ż4 = 0.

According to [33,37], a set of coupled, high-gain, extended linear Luenberger ob-
servers, for the simultaneous estimation of the phase variables associated with the flat
output and the time-polynomial approximation variable, can be proposed as follows:

˙̂F1 = F2 + k1(F1 − F̂1)

˙̂F2 = F3 + k2(F1 − F̂1)

˙̂F3 = F4 + λ1(F3 − F̂3)

˙̂F4 = v f + λ2(F3 − F̂3) + ẑ1 (44)
˙̂z1 = ẑ2 + λ3(F3 − F̂3)

˙̂z2 = ẑ2 + λ4(F3 − F̂3)

˙̂z3 = ẑ2 + λ5(F3 − F̂3)

˙̂z4 = λ6(F3 − F̂3).

The observation error, OF1 = F1 − F̂1, of the incremental flat output, generates the
following linear injected estimation error dynamics:

ÖF1 + k1ȮF1 + k2OF1 = 0.

An appropriate choice of observer parameters, k1, k2 such that the characteristic poly-
nomial s2 + k1s + k2 is Hurwitz renders an asymptotically, exponentially decreasing esti-
mation error state. The tracking error velocity for the flat output ȮF1 is, thus, accurately
estimated for feedback purposes.

In the same manner, considering the observation error OF3 = F3 − F̂3 of the flat output
acceleration tracking error, it generates the following dominantly linear reconstruction
error dynamics:

O(6)
F3

+ λ1O(5)
F3

+ λ2O(4)
F3

+ λ3O(3)
F3

+ λ4ÖF3 + λ5ȮF3 + λ6OF3 = ξ
(4)
xθ . (45)

As stated in the previous ADRC designs, a necessary and sufficient condition for
having the incremental flat output acceleration estimation error OF3 and its time derivatives
ultimately, uniformly, converge toward a small-as-desired neighborhood of the acceleration
estimation error phase space is that ξ

(4)
xθ be uniformly, absolutely bounded. An appropriate

choice of observer gains coefficients: λi, i = 1, 2, ..., 6, such that placing the poles of the
associated linear homogeneous system sufficiently far into the left half of the complex
plane, renders a uniformly, asymptotically convergent estimation error, OF3 , toward an
arbitrary small vicinity of the origin along with a finite number of its time derivatives.

The control input may then be readily synthesized with an active disturbance-cancelling
strategy for the uncertain input ξxθ , in terms of the estimates value ẑ1 and, for feedback
purposes, of the estimated time derivatives associated with the incremental flat outputs F1
and F3, both measurable. Then, the following control input v f is proposed:



Machines 2022, 10, 595 14 of 24

v f = −K
[
F1 F̂2 F3 F̂4

]ᵀ − ẑ1, (46)

where F1 and F3 are used in a way that can be calculated through the variables x and θ,
which are assumed to be measurable, F̂2 and F̂4 are estimates of F2 and F4, and K ∈ R1x4

is the gain matrix. Notice that the coefficients in K matrix must be chosen in accordance
with the fact that, asymptotically, the flat output is being approximately governed by the
differential equation

F(4)
1 + K1F(3)

1 + K2 F̈1 + K3 Ḟ1 + K4F1 = ξxθ − ẑ1 , (47)

where the set of coefficients K1, K2, K3, K4 should render Hurwitz the following characteris-
tic polynomial: s(4) + K1s(3) + K2s2 + K3s + K4. Finally, the diagram of the entire control
scheme can be seen in Figure 4.
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Figure 4. Diagram of the proposed control scheme.

4. Numerical Simulations

To test the controller’s performance, numerical simulations were carried out by using
MATLAB–Simulink, and the results were obtained based on the numerical method of
Runge–Kutta of the fourth order with a fixed step of 0.01 s. The physical parameters of the
system are mv = 0.9 kg, mp = 0.3 kg, lp = 0.5 m, g = 9.81 m/s2. The desired trajectory in
height position yd was implemented by the use of gauss2mf() in Matlab software with the
following parameters: σ1 = 1.5, µ1 = 10, σ1 = 1.5, and µ1 = 20.

The control parameters for u2 (16) are proposed as kα1 = 3.16 and kα2 = 2.7, and the
observers gain parameters (15) are calculated as follows:

λ1α = 4εωn

λ2α = 2ω2
n + 4ε2ω2

n

λ3α = 4εω3
n (48)

λ4α = ω4
n

with ωn = 20 and ε = 0.7.
For the case of the controller r1δ (31), the control parameters are set to be ky1 = 3.16

and ky2 = 2.7, and the observers gain parameters (30) are calculated according to the
following expression:
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λ1y = 4εωn

λ2y = 2ω2
n + 4ε2ω2

n

λ3y = 4εω3
n (49)

λ4y = ω4
n

with ωn = 10 and ε = 0.7.
In the case of the controller v f (46), the gain matrix K is proposed as

K =
[
1 3 4.2 3

]
,

and the observers gain coefficients are calculated with the following equations:

k1 = 2εωn

k2 = ω2
n (50)

with ωn = 10 and ε = 0.7

λ1 = 6εωn

λ2 = 3ω2
n + 12ε2ω2

n

λ3 = 12εω3
n + 8ε3ω3

n

λ4 = 3ω4
n + 12ε2ω4

n (51)

λ5 = 6εω5
n

λ6 = ω6
n

with ωn = 0.5 and ε = 2.
To show the effectiveness of the control scheme proposed in this work, a sliding mode

control law was implemented to a comparison test against the robust differential flatness
approach control scheme. The design of the sliding mode control is based on the linear
approximation of the whole system that has the form (see Appendix A)

ẋL = ALxL + BLuL, (52)

where AL and BL are the linear constant matrices of the tangent linearized system , xL =
[xv, ẋv, yv, ẏv, α, α̇, θ, θ̇]ᵀ are the state variables of the system, and uL =

[
u1 u2

]ᵀ is the set
of control inputs of the linearized system. The proposed sliding mode control is

u1 = −5sign(KL1xL) (53)

u2 = −15sign(KL2xL), (54)

where KL1 and KL2 are gain matrices designed by LQR technique based on the linearized
system and sign(x) is the sign function defined as follows:

sign(x) =


1 i f x > 0

−1 i f x < 0

0 i f x = 0

(55)

and the matrices KL1 and KL2 are

KL1 =
[
0 0 1 1.8 0 0 0 0

]
(56)

KL2 =
[
119 15.5 0 0 1 2.3 −141 −28

]
. (57)
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Both control laws were implemented in order to contrast the performance of the pro-
posed control scheme with external disturbances caused by crosswind [30]. The crosswind
dynamics are governed by the values of dx, dy and da. These values are proposed as random
bounded numbers with a Gaussian distribution as follows:

dx = 0.5rand(t)

dy = rand(t)

dα = 0.5rand(t),

where rand() is a function that provides a random number in the interval (−1, 1) with the
Gaussian distribution.

Figure 5 shows the behavior of α with the proposed control scheme (−−) and with
sliding mode control (− · −). As can be seen, at the beginning of the simulation, the
proposed control scheme shows a lesser overshooting effect than the sliding mode control
response, and, in general, the error amplitude in the proposed control scheme is more
reduced than the sliding mode case. This fact is shown in Figure 6 where an integral square
error performance index of α is calculated for both cases.

0 5 10 15 20 25

time (s)

-1

-0.5

0

0.5

1

Figure 5. Behavior of α.

0 5 10 15 20 25

time (s)

0

0.5

1

1.5

2

Figure 6. Integral square error index of α tracking.

Figure 7 shows the control input u2 in both cases, for the proposed control scheme
(−−) and the sliding mode control (− · −). The chattering problem in sliding mode control
does not appear, but a peaking phenomenon arises in the transient response of the sliding
mode controller and a larger control amplitude of the proposal is noticed in the transient
behavior due to the high gain nature of the controller. In Figure 7c, the energy consumption
performance of u2, in both cases, is evaluated by calculating the integral square of u2. In
this, it is evident that the behavior of the proposed controller u2 demands less energy than
the discontinuous proposal in steady state.
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Figure 7. u2 behavior results. (a) u2 behavior (proposed control); (b) u2 behavior (sliding mode
control); (c) integral square of u2 calculation.

Figure 8 shows the behavior of yv with the proposed control scheme (−−) and with
sliding mode control (− · −), including the reference trajectory yd (−). The proposal has
a better transient behavior than the sliding mode, which can be seen in Figure 9. After a
while, the tracking trajectory error in both cases are similar in amplitude, which shows
that both controllers are suitable for the task. Controller u1’s behavior with the proposed
control scheme and with sliding mode are shown in Figure 10; in this case, the minimum
and maximum amplitude of the proposed control is similar with respect to the sliding
mode behavior. However, the discontinuous nature of the sliding mode control makes the
integral square index of u1 show less energy consumption of the proposal while ensuring
competitive error results.

0 5 10 15 20 25

time (s)

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

Figure 8. Behavior of yv with the proposed control scheme and with the sliding mode control in
trajectory tracking task.
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Figure 9. Tracking error behavior of ey with the proposed controller and with the sliding mode control.
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Figure 10. u1 behavior for the implemented control schemes. (a) u1 behavior (proposed control); (b)
u1 behavior (sliding mode control); (c) integral square index of u1.

The behavior of the coordinate xv is shown in Figure 11 and the behavior of the
pendulum’s angle θ is shown in Figure 12. Physically, controller v f moves the PVTOL
system horizontally to keep the θ angle close to zero. The controller returns a horizontal
displacement to zero at the same time to try to hold θ close to zero. In both coordinates, it
is easy to see that the overshoot of the control proposal is less than the one exhibited by the
sliding mode control but, after the overshoot phenomenon, the sliding mode control case
has a lesser amplitude than the proposed control scheme.

The dynamics of the observation errors in the designed ESO (Oα, Oy, OF3 and OF5 ), can
be seen in Figures 13–16 respectively. In all cases, it is clear that the dynamics of observation
errors converge to a close region of zero as expected.
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Figure 11. Behavior of xv for the implemented control schemes.
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Figure 12. Behavior for θ for the implemented control schemes.
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Figure 13. Observation error dynamics Oα.

0 5 10 15 20 25

time (s)

-5

0

5
10-3

Figure 14. Observation error dynamics Oy.
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Figure 15. Observation error dynamics OF3 .
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Figure 16. Observation error dynamics OF5 .

5. Conclusions

This work presents a control scheme for a PVTOL aircraft system with an inverted
pendular load. This control scheme is divided into three control loops. The first closed-loop
control is focused on a trajectory tracking for α angle in order to use the desired trajectory
αd as an artificial control. An ADRC controller is proposed in order to reject internal
and external disturbances and unknown derivatives as well. After defining auxiliary
control inputs, the PVTOL aircraft system with an inverted pendular load is tangentially
linearized around the unstable equilibrium point. The linearized PVTOL aircraft system
with an inverted pendular load is divided into two subsystems: the height system and the
horizontal pendulum system.

In the height system, an ADRC controller is proposed in terms of the trajectory tracking
error to achieve take-off and landing maneuvers in the presence of external disturbances.
The third closed-loop control is designed by means of exploiting the flatness associated
with the linearized model and via an extended state observer-based linear ADRC.

This control scheme achieves a competitive robustness in the presence of external
disturbances, due to crosswind, and to reject the nonlinearities of the PVTOL aircraft system
with an inverted pendular load model, neglected in the linearization process, which means
that the proposed controller behaves well even in this undesirable realistic scenario. It is
important to note that the scheme achieves greatly competitive numerical simulation results
when compared with another effective robust controller, the sliding mode control. Note that
the performance index of both controllers was computed to compare them, and the outcome
revealed that our strategy has a better performance than the sliding mode controller.
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Appendix A. Design of the Sliding Mode Control

The design of sliding mode control is based on linear approximation of the whole
system that has the form

ẋL = ALxL + BLuL (A1)

where AL and BL ate the linear constant matrices of the linearized system by Taylor series,
xL = (yδ, ẏδ, αδ, α̇δ, xδ, ẋδ, θδ, θ̇δ)

ᵀ are the incremental variables states of the linearized
system and uL = (u1, u2) is the set of control inputs of the linearized system, and the
matrices of the tangent linearized system (A1) are:

AL =



0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0
0 0 − g(mv+mp)

m 0 0 0 g(mv+mp)
mv

0
0 0 0 0 0 0 0 1
0 0 − g(mv+mp)

lpm 0 0 0 g(mv+mp)
lpmv

0


BL =



0 0
1

mv+mp
0

0 0
0 1
0 0
0 0
0 0
0 0


The height dynamics is decoupled of the rest of the system with u1 as control input, so;

for which it is possible to separate the dynamics in the linear system in the following way.

˙xLhL = ALhxLh + BLhu1 (A2)

ALh =

[
0 1
0 0

]
BLh =

[
0
1

mv+mp

]

˙xLθ L = ALθ xLθ + BLθu2 (A3)

ALθ =



0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 1 0 0

− g(mv+mp)
m 0 0 0 g(mv+mp)

m 0
0 0 0 0 0 1

− g(mv+mp)
lpm 0 0 0 g(mV+mp)

lpm 0


BLθ =



0
1
0
0
0
0


where xLh = (yδ, ẏδ) = (y1, y2) is the state variable for height dynamics with ALh and
BLh linear matrices of the system and u1 as control input; xLθ = (αδ, α̇δ, xδ, ẋδ, θδ, θ̇δ) =
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(α1, α2, x1, x2, θ1, θ2) is the state variable for (αδ), xδ, θδ) dynamics with ALθ and BLθ linear
matrices and u2 as control input. The sliding mode control proposed is

u1 = −v1sign(KL1xLh) + g(mv + mp) (A4)

u2 = −v2sign(KL2xlθ) (A5)

where v1 and v2 are control gains and KL1 and KL2 are gain matrices designed by the LQR
technique based on the linearized system with lqr() MATLAB function as follows

KL1 = lqr(ALh, BLh, eye(2), 1)

KL2 = lqr(ALθ , BLθ , eye(6), 1)

sign(x) is the sign function defined as follows

sign(x) =


1 i f x > 0

−1 i f x < 0

0 i f x = 0

(A6)

The stability proof for whole system is divided in two steps: stability proof for (A2)
system and stability proof for (A3) system.

Appendix A.1. Stability Proof for Height Dynamics

To proof the height dynamics (A2) stability in closed loop with the control u2 (A5), let
us take the following sliding mode surface

σy = KL1xLh = KL11 y1 + KL12 y2

Defining the following Lyapunov function

Vy =
1
2

σ2
y

taking the time derivative of Vy yields

V̇y = σyσ̇y = σy(KL11 y2 + KL12 ẏ2)

V̇y = σy(KL11 y2 + KL12(
u1δ

mv + mp
+ εy)

V̇y = σy(KL11 y2 + KL12(
−v1sign(σy) + g(mv + mp)

mv + mp
+ εy)

V̇y = σy(KL11 y2 + KL12(−C1sign(σy) + g + εy)

V̇y = σy(−Pysign(σy) + ξy)

where ξy represents the total disturbance in yv dynamics with other terms that may affect
in stability, and must be bounded so ξy 6 Ly; Py is a new control parameter.

V̇y 6 σy(−Pysign(σy) + Ly

V̇y 6 −Py | σy | +σyLy 6 −Py | σy | + | σy | Ly

if Py > Ly then V̇y < 0; so, the system is asymptotically stable at origin.
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Appendix A.2. Stability Proof for (α, xv, θ) Dynamics

To proof the (α, xv, θ) dynamics (A3) stability in closed-loop with control u1 (A4), let
us take the following sliding surface

σ = KL2xL2 = KL21 α1 + KL22 α2 + KL23 x1 + KL24 x2 + KL25 θ1 + KL26 θ2

Defining the following Lyapunov function

V =
1
2

σ2

taking the time derivative of V yields

V̇ = σσ̇ = σ(KL21 α2 + KL22 α̇2 + KL23 x2 + KL24 ẋ2 + KL25 θ2 + KL26 θ̇2)

V̇ = σ(KL21 α2 + KL22(−v2sign(σ)) + KL23 x2 + KL24 ẋ2 + KL25 θ2 + KL26 θ̇2)

V̇ = σ(−Pθsign(σ) + ξθ

where ξθ denotes the total disturbances in yv dynamics with other terms that may affect in
stability; and must be bounded, ξy 6 Lθ ; Py is a new control parameter.

V̇ 6 σ(−Pθsign(σ) + Lθ

V̇ 6 −Pθ | σ | +σLθ 6 −Pθ | σ | + | σ | Lθ

if Pθ > Lθ then V̇ < 0; so, the equilibrium given by the surface is asymptotically stable at
the origin.
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