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Abstract: Injection molding, the most common method used to process plastics, is a technique with a
high knowledge content; however, relevant knowledge has not been systematically organized, and as
a result, there have been many bottlenecks in talent cultivation. Moreover, most of the knowledge
stored in books and online articles remains in the form of unstructured data, while some even remains
unwritten, resulting in many difficulties in the construction of knowledge bases. Therefore, how
to extract knowledge from unstructured data and engineers’ statements is a common goal of many
enterprises. This study introduced the concept of a Knowledge Graph, a triplet extraction model
based on bidirectional encoder representations from transformers (BERT) which was used to extract
injection molding knowledge entities from text data, as well as the relationships between such entities,
which were then stored in the form of knowledge graphs after entity alignment and classification
with sentence-bidirectional encoder representations from transformers. In a test, the triplet extraction
model achieved an F1 score of 0.899, while the entity alignment model and the entity classification
model achieved accuracies of 0.92 and 0.93, respectively. Finally, a web platform was built to integrate
the functions to allow engineers to expand the knowledge graphs by inputting learning statements.

Keywords: knowledge graph; injection molding; BERT; knowledge management

1. Introduction

Due to easy processes, high precision, low cost, quick molding, and scalability for prac-
tical applications, the plastic injection industry is widely used to create products from daily
necessities to medical equipment and even precision consumer electronics components.
As a result, the industry has scaled up and requires more talent. However, the current
injection molding industry primarily inherits knowledge in the form of mentoring and
written records, which makes it difficult for novices to clearly understand the relationships
between various process factors and product quality, and this will have adverse effects on
the industry in the long-term.

Among the studies on injection molding knowledge management, Jong et al. [1,2]
used computer-aided design (CAD) secondary development tools and a historical knowl-
edge base to establish a mold design navigating system that would aid decision-makers
regarding subsequent products and mold designs. It was based on the practical knowledge
accumulated in previous mold design processes, which would effectively reduce the time
spent on mold design and prevent losses caused by improper design. Khosravani et al. [3]
applied case-based reasoning (CBR) and realized an intelligent injection machine fault
detection system that could analyze the features of a current fault, search previous similar
cases, and determine the cause of the current machine malfunction, which would effectively
reduce the downtime of injection machines. In order to solve molding quality problems en-
countered during the injection process, Mikos et al. [4] found previous similar cases through
CBR, and they applied the solutions found as the basis for solving current problems.
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As shown in the above-referenced literature, it can be found that currently, in the
injection molding industry (in terms of mold design, machine troubleshooting, and product
defect resolution), decisions are largely made based on past experience. Most engineers
lack a clear basis for decision-making and cannot foresee the possible influences of it. At
the same time, this decision-making method will be difficult to pass down. Moreover,
as product lifecycles are gradually shortened and more frequent product design changes
occur, operators’ experiences are often insufficient for solving the problems in contemporary
design and manufacturing processes.

In terms of the application of knowledge graphs, Sebastian et al. [5] established a
knowledge graph for Industry 4.0, which recorded relevant standards and regulations for
Industry 4.0 and helped users understand how to implement Industry 4.0. Chi et al. [6]
constructed a knowledge graph by integrating healthy diet information on the Internet,
which provided a retrieval system for users to quickly and comprehensively gain healthy
diet knowledge. Lee et al. [7] collected open-source data held by government institutions
and constructed a knowledge graph that showed the relationships between government
data in order to improve users’ accessibility to government data and allow users to acquire
relevant data with a single query, which greatly reduced obstacles for citizens looking to
acquire necessary data. Jiang et al. [8] constructed the Knowledge Graph of Construction
Safety Standards (KGCSS) to guide the development and revision of Construction Safety
Standards (CSS), and they equipped it with a question input and query function, which
enhanced the analyses, queries, and sharing of information regarding construction safety
standards. Gao et al. [9] introduced a method to construct a knowledge graph for power
system dispatching which stated the relationships between different power facilities and
the influence of failures, investigated the application of the knowledge graph in power
system dispatching practices, and proved that the knowledge graph could help dispatchers
make decisions in the event of emergencies. Zhang et al. [10] constructed a knowledge
graph to show the relationship between enterprises, and based on this knowledge graph
and the target enterprise, they identified correlated enterprises, calculated the credit risk
of the target enterprise using Graph Neural Networks (GNN), and took the results as the
basis for investors to make investments. Hossayni et al. [11] collected machine failure and
maintenance records to construct a knowledge graph so that users would be able to find
solutions by searching the knowledge graph when they encountered machine failure in the
future, thereby speeding up the elimination of machine breakdowns.

As shown in the above-referenced literature, a knowledge graph can clearly express the
interactions between data, which will help personnel easily understand complex injection
molding expertise. However, injection molding knowledge is primarily stored in the form
of text, and significant personnel costs and time would be required to extract the knowledge
from the text data and manually build an injection molding knowledge graph. In addition,
some of the existing injection molding knowledge is stored in the minds of the experts.
Because these experts do not have the professional backgrounds that lend themselves to
using knowledge graphs, it will be difficult to transfer their expertise into knowledge graph.
Therefore, how to extract knowledge from texts and expert statements and automatically
construct an injection molding knowledge graph is the key to the progress of knowledge
management in the injection molding industry.

Among the studies on knowledge extraction from texts and other unstructured data,
Harnoune et al. [12] used the bidirectional encoder representation from transformers (BERT)
model and conditional random field (CRF) to extract knowledge from clinical biomedical
records, and this data was made into a medical knowledge graph to provide visible medical
knowledge and help medical staff quickly find the information they needed. Chansai
et al. [13] used BERT to extract semantic triples from dental textbooks and made them
into a knowledge graph to help dental students learn important concepts in textbooks.
Wei et al. [14] proposed a Novel Cascade Binary Tagging Framework and used BERT as
a text encoder to extract triples from texts, and the F1 scores [15] of this model in the
NYT (New York Times Annotated Corpus) public dataset [16] and the WebNLG public
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dataset [17] were 89.6 and 91.8, respectively. Yang et al. [18] built a DeNERT-KG model
based on BERT and the Deep Q-Network to extract the subject, subject type, object, object
type, and the relationship between the subject and object from sentences and construct
a knowledge graph, and the model’s F1 score in the TACRED (TAC Relation Extraction
Dataset) dataset [19] was 72.4. Dang et al. [20] used sentence-BERT (SBERT) to integrate
the knowledge of the different states of evaluation indicators for power facilities, and they
constructed a knowledge graph of the evaluation indicators to help engineers evaluate
the status of power facilities. Zheng et al. [21] used the BERT-CRF model to recognize
the named entities and relevant terms in the records of hazardous chemical accidents,
and they constructed a knowledge graph for the management and control of hazardous
chemicals. Yu et al. [22] proposed a power safety named entity recognition model based
on BERT-BiLSTM-CRF, and they extracted power safety-related terms from unstructured
data and verified the performance of the model. The results showed that the model was
superior to BiLSTM-CRF and other models.

As shown in the above-referenced literature, as BERT has an excellent performance in
natural language processing and can help extract knowledge from text data, it is widely
used in the construction of knowledge graphs. This study used the BERT-based entity
relation extraction model to extract knowledge from the literature on injection molding
and constructed an industrial knowledge graph where the entity alignment and entity
classification tasks were performed by Sentence-BERT to ensure the performance. This
industrial knowledge graph showed the relationships between mold design, finished
product design, and process parameters in a theoretical and visible manner, which can
serve as the basis for decision-making and facilitate new staff training.

In this section, we have summarized the past applications of knowledge in injec-
tion molding to illustrate the deficiencies in the industry’s knowledge management. At
the same time, by introducing the application of knowledge graphs in different fields,
we demonstrated the potential of knowledge graphs to be used for knowledge manage-
ment. Our previous research [23] has consolidated injection molding knowledge to build a
knowledge graph and conducted related applications. In addition, there have been many
studies [24,25] dedicated to applying knowledge graphs to the field of injection molding.
Injection molding has a development history of several decades, and a lot of its professional
knowledge is saved in text form. However, to the best of our knowledge, the current
literature on the application of knowledge graphs in injection molding rarely explores how
to extract knowledge from text data and build a knowledge graph through subsequent
processing. Inspired by the literature wherein BERT was used to extract knowledge from
text data, this research, based on the relevant application technology of BERT, proposes
a method for building a knowledge graph from injection molding-related text data as an
example of integrating text knowledge in the injection molding industry.

We will introduce the background knowledge of this study in Section 2, explain
our methodology in Section 3, demonstrate the operation of the system through cases in
Section 4, and summarize the results obtained in this research in Section 5.

2. Background Knowledge
2.1. Knowledge Graph

Google put forward the concept of knowledge graphs in 2012 [26], and it was first
applied to search engines to describe the knowledge data of entity relations. Semantic
triples, namely, entities, relations, and attributes, are the basic units of a knowledge graph.
Entities are the nodes in a knowledge graph, and they can be used to express specific
persons and things, as well as objects and abstract concepts. This study linked entities with
entity relations, and thus, entity relations refers to the edges between nodes in a knowledge
graph. By giving directionality to the edges between nodes, the subject and object in a
relationship can be described. Moreover, attributes can be added to nodes and edges for
more detailed descriptions.
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As shown in Figure 1, compared with traditional tabular data, a knowledge graph can
connect different entities to make information understandable from a relational perspective.

Figure 1. An example of a knowledge graph.

In our previous research [23], we attempted to use a knowledge graph to represent
knowledge related to injection molding, and we achieved preliminary results.

2.2. Database

As a traditional SQL database stores very large and complicated data, it requires a lot
of time to write computer programs that describe data relations. Neo4j is a property graph
database built with the Java and Scala programming languages that is specifically used for
accessing graph structure data and information relations. Neo4j can quickly describe data
relationships that the traditional SQL language cannot express with its built-in Cypher [27]
and it can visually show graphs through D3.js, and thus, users can clearly review and
edit graphs. Therefore, this study used Neo4j to store the industrial knowledge graph for
injection molding.

2.3. BERT

BERT [28], which is a pre-trained natural language model put forward by Google in
2018, is composed of several transformer encoders [29], and it is a model trained using
a massive amount of text data. Before reading a text, BERT processes the text through a
tokenizer [28] which converts the text into token embeddings, segment embeddings, and
position embeddings, and it separately records the character codes, sentence fragment
annotations, and position information of each character in the text. In this way, the features
of the text are extracted by these three embeddings as the input to BERT. The most significant
difference between BERT and the traditional NLP (natural language processing) model
is that BERT considers the position of a character in the text, as well as its corresponding
context, while extracting the feature of that character in the text, and thus, BERT has an
excellent performance when reading text data.

This study used a BERT-based model to extract text data features. As a simplified
version of the BERT model, this BERT-based model was primarily composed of 12 layers of
transformer encoders, had 110 million weight parameters, and could extract 768 dimensions
of semantic features from the text data input. We used the Python programming language
to import the open-source model architecture and the weights provided by Google, and we
introduced the BERT-base model into the current program for subsequent applications.

3. Methodology
3.1. Knowledge Extraction

This study used an exemplar model, bert4keras [30], to extract the knowledge in the
text data, and the model architecture was as shown in Figure 2. After receiving the text data
processed by the tokenizer, the model extracted text features with BERT which were then
input into the fully connected layer after being processed by layer normalization with a
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sigmoid function as the activation function to generate a two-dimensional matrix to express
the predicted results of the head and tail positions of the subject. By predicting the head
and tail positions of the subject, we were able to determine that the subject of ‘Excessive
flow resistance can lead to short shorts’ is ‘Excessive flow resistance’.

Figure 2. Architecture of the knowledge extraction model.

After predicting the head and tail positions of the subject, the model obtained the text
features of the subject from the text features generated by BERT based on the head and tail
positions, and it input them as the input of the conditional function in the conditional layer
normalization to process the text data features generated by BERT. Then, the completed
features were input into the fully connected layer, using Sigmoid as the activation function,
to generate a three-dimensional matrix to express the head and tail positions of the object
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corresponding to the subject in different relations. Conditional layer normalization allowed
the model to have different understandings of the text data based on different inputs
and to handle a situation where there were multiple subjects in the text data. From the
model’s prediction results, it could be concluded that the subject “Excessive flow resistance”
corresponded to the object “short shorts” and the type of relationship between them
was “Cause”.

This study prepared 1000 sets of professional knowledge text data for injection mold-
ing, which were collected from sentences in related articles and experts’ descriptions of
injection molding knowledge and annotated through manual means. We divided the data
into 900 sets of training data and 100 sets of verification data. Binary cross entropy was
used to calculate the loss value, the loss values of the subject and object were summed as
the loss value of the whole model, and the F1 score was used as the indicator to evaluate
the performance of the model. With a learning rate of 0.00001, the model had an F1 score of
0.899 in the dataset verification after 200 training sessions. We believed that this amount of
training data would enable the model to handle a majority of the knowledge extraction
tasks, but if the model were to face sentences with more complex grammatical structures in
the future, a better performance could only be achieved with more training data.

3.2. Entity Alignment

In the text data of injection molding, there are often situations where different words
have the same semantic meaning. When building a knowledge graph, if multiple entities
with the same meaning are added, it will lead to a sparse structure of the knowledge graph,
resulting in poor performance of the graph.

In the past, when comparing whether different sentences held similar meanings,
a Levenshtein distance was often used as a judgment basis. A Levenshtein distance refers
to the minimum number of operations required to convert one string into another string
through insertion, deletion, and substitution between two strings. However, entities such as
“Flash” and “Burrs” with high Levenshtein distances have the same meaning, and “increase
injection pressure” and “decrease injection pressure” are two entities with low Levenshtein
distances that have different meanings. Therefore, we cannot completely judge whether
two entities have similar meanings based on the differences between the strings.

This study used SBERT (Sentence-BERT) to identify entities with similar semantic
meanings. Figure 3 shows the architecture of the SBERT model. After receiving an entity
pair, SBERT extracted the text features of each entity and projected the text features to
the vector space through mean pooling, and then it calculated the cosine similarity of the
coordinates of the entity pairs in the vector space as the basis for determining whether the
meanings of the two entities were similar. Cosine similarity is an algorithm that quantifies
the similarity between two vectors by measuring the cosine of the angle between them.
In the vector space, entities with similar meanings have a higher cosine similarity, and
vice versa.

This study prepared 1500 pairs of entity alignment data, which were obtained by
collecting common terms in injection molding, dividing them into pairs, and annotating
whether they had similar meanings through manual means. We divided the data set into
1400 training data and 100 verification data, and iteratively trained the model 200 times
with the mean square error (MSE) of the cosine similarity as the loss value, AdamW as
the optimizer, and 0.001 as the learning rate. During data collection, we also validated
the performance of the model when trained with different amounts of training data. We
found that when the number of training data reached 1400, the model showed satisfactory
performance in validation. However, the validation results of the model may have differed
from the actual applications. When encountering less common or misspelled terms, more
training data may be required for better performance.
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Figure 3. Architecture of the SBERT model.

During model verification, 0.7 was used as the threshold of the cosine similarity. When
the cosine similarity between entities was higher than the threshold, it was concluded that
the two entities had similar semantic meanings. The trained model had an accuracy rate of
0.92 for the 100 pieces of verification data.

3.3. Entity Classification

As the size of knowledge graphs is scaled up day by day, users encounter increasing
difficulties in maintaining and reviewing the graphs. If entities in a knowledge graph can
be classified, the cost of graph maintenance and the difficulty in graph reviewing will be
greatly reduced. In previous research [23], the standard for entity classification was based
on the relationship between the entity and the product defects. However, this method of
classification can easily cause confusion because an entity is related to multiple defects.
Therefore, this study divided the entities into eight classifications according to the domains
they belonged to in injection molding, as detailed in Figure 4.

Figure 4. Entity classifications.
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This study used SBERT for entity classification. As shown in Figure 5, the model
first used BERT and mean pooling to project the category titles into the vector space as
category coordinates, and then it projected the entity it received to the vector space in the
same way, calculated the cosine similarity between the entity in the vector space and the
coordinates of the different categories, and took the category with the highest similarity as
the prediction result.

Figure 5. Architecture of the entity classification model.

This study prepares 1900 entity classification data which were obtained by collecting
common terms in injection molding and categorizing them through manual means. We
divided the data into 1800 pieces of training data and 100 pieces of verification data, and
iteratively trained the model 200 times with the mean square error (MSE) of the cosine
similarity as the loss value, AdamW as the optimizer, and 0.001 as the learning rate. The
trained model had an accuracy of 0.93 for the 100 pieces of verification data. This number
of training data allowed the model to effectively classify common injection molding related
terms; however, when encountering less common or misspelled terms in the future, more
training data may be required for the model.

4. Discussion

A significant portion of injection molding knowledge is stored in the minds of experts;
however, these experts do not have backgrounds that would lend themselves to creating
knowledge graphs, which results in knowledge that cannot be imported into a knowledge
graph. Therefore, this study built a web platform for users to import knowledge into graphs
by inputting knowledge statements. The overall operation flow is shown in Figure 6. After
the system received the user’s input sentence, it first used a knowledge extraction model to
find the subject, the object, and the predicate between them in a sentence. After the user
confirmed that the extraction result was correct, the system then used an entity alignment
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model to compare whether the entities in the result were similar in semantic meaning to
the existing entities in the knowledge graph, and then the system presented it to the user
for confirmation. Finally, through the entity classification model, the system classified the
entities based on their semantic meaning. The knowledge processed through the above
procedures would then be imported into the graph.

Figure 6. Process flow diagram of importing knowledge into a knowledge graph.

4.1. Knowledge Extraction Results

Figure 7 show the results of the knowledge extraction model’s extraction of the subject,
the object, and their predicate from the knowledge statement sentence. Users could review
the extracted results to determine if they were correct and make any necessary corrections.
When the system detected that a user had made corrections, it would store that sentence
and the corrected results for model re-training.
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Figure 7. Real-time picture of knowledge extraction.

4.2. Entity Alignment Results

As shown in Figure 8, after confirming that the knowledge extraction results were
correct, the system calculated the cosine similarity between the entities in the extracted
results and the existing entities in the knowledge graph with the entity alignment model.
Afterwards, the top three entities with similarities higher than 0.7 were returned to the
page for the users to confirm whether there were entities with the same semantic meaning
in the knowledge graph.

Figure 8. Picture of entity alignment.

4.3. Entity Classification Results

After the entity alignment process, the knowledge extraction results were classified
by an entity classification model based on the semantic meaning of the entities before
being imported into the knowledge graph. The entities in the extracted results were then
classified according to their semantic meaning.

Figure 9 shows the real-time picture of a triple being imported into Neo4j after entity
classification, where the model regarded “Excessive flow resistance” as a node in the
phenomenon domain and concluded that “Low mold temperature” belonged to the node
in the process parameter domain.
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Figure 9. Picture of entity classification.

4.4. Practical Application

In this study, five injection molding text data were selected as actual application
examples, as shown in Table 1. The system extracted knowledge from text data with the
knowledge extraction model, organized the knowledge, and constructed the knowledge
graph with the entity alignment and entity classification models. Figure 10 shows a real-
time picture of the first two data being imported into Neo4j after being processed by the
system, where the system concluded that “High flow resistance” had a semantic meaning
similar to “Excessive flow resistance” in the graph, and thus, it did not import “High
flow resistance” into the graph. Instead, the system imported entities in the text data
related to “High flow resistance” into the knowledge graph and linked them to “Excessive
flow resistance”, and thus, the second piece of text data was processed after successfully
constructing the knowledge graph with the text data.

Table 1. Injection molding text data.

Index Text

1 Insufficient injection pressure and excessive flow resistance cause short shots.
2 High flow resistance can be improved by reducing the melt viscosity.

3 Too-low mold temperatures and too-slow injection speeds cause the solidified
layer to be too thick, which further leads to excessive flow resistance.

4 Too-low melting temperatures cause excessive melt viscosity, which further
causes excessive flow resistance.

5 Reason for excessive flow resistance: (1) inappropriate gate location, (2) nozzle
size is too small, or (3) product is too thin.

Figure 10. Results of importing the first two data sets.



Machines 2023, 11, 271 12 of 15

Figure 11 shows the knowledge graph that was composed of all the text data through
the system, and it verified that the system was able to integrate the knowledge contained
in multiple pieces of text data and store it in the form of a knowledge graph.

Figure 11. Results of all imported data sets.

This study prepared 300 text data sets related to injection molding, and it used a system
to extract the knowledge contained in them to construct a knowledge graph. During the
process of constructing the knowledge graph, there were five text data sets where the system
was unable to completely extract the subject and the object and their relationship from the
sentence, requiring the users to revise the extraction results to ensure the completeness of
the knowledge being imported.

Figure 12 shows an injection molding knowledge graph created by the system using
the 300 text data sets. The graph has 207 entities and 258 relationships. After manual
verification, we did not find any semantically similar entities in the knowledge graph, and
we also confirmed that all the entity classification results were correct. However, the system
can be improved. After the system’s implementation, the users reported that when dealing
with less common terms, there were problems with entity alignment and classification
errors. These issues can be improved in the future by increasing the amount of training
data for the model.



Machines 2023, 11, 271 13 of 15

Figure 12. Injection molding knowledge graph.

5. Conclusions

This study used a knowledge extraction model, an entity alignment model, and an
entity classification model to extract injection molding knowledge contained in the text
data, and I constructed a web platform to integrate these models. The validation data
for our prepared knowledge extraction model contained various common grammatical
structures, while both the entity alignment model and the classification model validation
data included commonly used terms in casting. Thus, the system obtained an F1 score
of 0.899 and accuracy rates of 0.92 and 0.93, respectively, from the three models in the
validation data, which proved that their performance had reached a level that could be
practically applied. Verification through practical cases showed that the platform could
extract knowledge from injection molding related text data and import it into a knowledge
graph. In our previous study [23], an injection molding knowledge graph was manually
constructed by converting knowledge in expert interviews and text data into triples, and the
subsequent entity alignment and entity classification tasks were also completed manually,
resulting in a process of building a knowledge graph where a large amount of human
resources was required. Furthermore, as the number of nodes in a knowledge graph
increases, it can become difficult to perform entity alignment through manual means. The
platform developed in this study can automate the tasks of knowledge extraction, entity
alignment, and entity classification through natural language technology, significantly
reducing the human resources required to build the knowledge graph, while also solving
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the difficulty problem of entity alignment tasks increasing as the number of nodes in
the knowledge graph increases. Finally, we built an injection molding knowledge graph
through the platform, expressing and storing the intricate injection molding knowledge in
different types of nodes and edges. Through subsequent applications, the injection molding
knowledge graph will be able to help in personnel training and decision-making.
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