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Abstract: Real-time kinematic (RTK) positioning of the global navigation satellite systems (GNSS)
is used to provide centimeter-level positioning accuracy. There are several ways to implement RTK
but a Kalman filter-based RTK is preferred because of its superior capability to resolve GNSS carrier
phase integer ambiguities. However, the positioning performance of the Kalman filter-based RTK
is often compromised by various factors when it comes to determining a precise relative position
vector between moving unmanned aerial vehicles (UAVs) equipped with low-cost GNSS receivers
and antennas, where the locations of both GNSS antennas are not accurately known and change
over time. Some of the critical factors that lead to a high rate of incorrect resolutions of carrier phase
integer ambiguities are measurement time differences between GNSS receivers, frequent cycle slips
with high noise in code and carrier phase measurements, and an improper Kalman filter gain due to a
newly risen satellite. In this paper, effective methods to deal with those factors to achieve a seamless
Kalman filter-based RTK performance in moving UAVs are presented. Using our extensive 45 flight
tests data sets, conducted over a duration of 3 to 12 min, the RTK positioning results showed that
the root-mean-square position error (RMSE) decreased by up to 95.13%, with an average of 65.31%,
and that the percentage of epochs that passed the ratio test, which is the most common method for
validating double differenced carrier phase integer ambiguity resolution, increased by up to 130%,
with an average of 23.54%.

Keywords: Global Navigation Satellite System (GNSS); Kalman filter; real-time kinematic (RTK);
moving baseline RTK

1. Introduction

Numerous applications, including construction, surveying, agriculture, and autonomous
vehicles, which demand centimeter-level precision, necessitate precise relative positioning.
Real-time kinematic (RTK) systems based on the carrier-based differential global navigation
satellite system (GNSS) have satisfied these extremely stringent accuracy requirements [1–4].
An RTK system typically uses double difference (DD) code and carrier phase measurements of
the base and rover receivers to achieve centimeter-level relative positioning accuracy [5]. To use
carrier phase measurements as precise ranging sources, integer ambiguities in the carrier phase
measurements must be resolved and the high level of positioning accuracy is possible only
when the integer ambiguities associated with the double difference measurements are correctly
resolved. Among various methods for integer ambiguity resolution and validation [6,7], Least-
squares Ambiguity Decorrelation Adjustment (LAMBDA) algorithms [8–10] with ratio test
have gained the most popularity.

While a typical RTK system comprises a static reference receiver and a rover, there are
instances where a moving reference station is necessary for RTK applications. Pervan et al.,
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developed a navigation architecture for ship-relative positioning during aircraft carrier
landings, utilizing a moving baseline RTK [11–13]. Related to that, Khanafseh devised
fault detection methods for reference receivers and formulated protection level equations
specific to ship-relative positioning [14–16]. Kim et al. introduced methods enabling precise
operations of ground vehicles and drones solely through moving baseline RTK, extending
the benefits of RTK through correction data transmission from ground vehicles [17]. Harish
et al. proposed positioning algorithms for single-frequency multi-constellation GNSS
systems based on moving baseline RTK [18]. Additionally, Xi et al. applied moving
baseline RTK principles to address the health monitoring of bridges, proposing suitable
measurement models for the task [19].

Regardless of whether the base station remains stationary [20] or is in motion, both
LAMBDA and ratio tests are equally capable of resolving and validating integer ambi-
guities. Furthermore, while resolving integer ambiguities allows for the computation of
the relative position vector between the base station and a rover in a similar manner, it is
essential to note that achieving the same level of RTK performance as with a static base
station may prove challenging for small unmanned aerial vehicles (UAVs) having low-
cost GNSS receivers and antenna. This difficulty arises due to dynamic baseline changes
experienced by UAVs, compounded by the large noise levels in code and carrier phase
measurements. Also, considerable differences in measurement times between GNSS re-
ceivers may exist. Furthermore, frequent satellite inclusion and exclusion may occur during
maneuvers, potentially resulting in poor performance of an RTK process. In summary,
compared to the relatively straightforward scenario involving a stationary base station,
achieving RTK performance between moving UAVs with a dynamic baseline poses greater
challenges. Addressing these challenges comprehensively is crucial for ensuring seamless
RTK performance and should consider the below problems that have been rarely discussed
in the literature, as far as the author is aware.

• GNSS Measurements Time Synchronization between UAVs;
• Cycle slip detection strategy for a UAV;
• Adopting Dual Kalman filter (KF) structure to cope with ratio test failures owing to

relatively inaccurate estimates of newly added states.

First, if there is a relatively large difference in measurement time when processing
measurements from low-cost receivers on UAVs, the difference should be adjusted as if
they were measured simultaneously. The ranging measurement offsets resulting from
this time difference are not a problem when the location of the base station is precisely
known [21]. However, for a moving-baseline RTK, it is crucial to correct the measurement
time difference to obtain an accurate relative position vector.

Secondly, a KF-based RTK algorithm outperforms the single-epoch least-squares
method [22,23] in terms of resolving integer ambiguities by LAMBDA due to its more
precise integer ambiguity estimates and corresponding covariance matrix. The KF-based
RTK measurement model assumes the consistency of integer ambiguities between two
consecutive epochs. Therefore, a reliable cycle slip detection method is necessary to
handle these changes in carrier phase measurements. Although some GNSS receivers
generate a loss of lock indicator (LLI) to report cycle slip measurements, LLI may contain
incorrect information [24]. Therefore, it is not recommended to rely solely on LLI for cycle
slip detection, and a robust cycle slip detection strategy for single and dual-frequency
measurements is required. Moreover, for UAVs in motion, the noise level of the cycle slip
test metrics can be significantly higher than that for static ground receivers. As a result,
this study developed cycle slip detection thresholds for UAVs based on the test statistics of
flight test data to avoid unnecessary and frequent exclusion of carrier phase measurements.

Thirdly, an additional problem with implementing a KF-based RTK is that the ratio
tests of the estimated integer ambiguities from LAMBDA often fail when new GNSS
measurements are included with an initial estimate of the state values and their covariance.
As a result, it can take several tens of epochs for the resolved integer ambiguities with the
newly incorporated satellites to pass the ratio test threshold. Therefore, in this paper, we
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briefly explained why the ratio test can fail in the presence of newly added KF states and
introduced a dual KF structure to solve this problem.

The limited exploration of the aforementioned three problems in previous studies is
attributed to the understanding that no single algorithm can address them all. Instead,
they are best solved by distinct logical approaches within the RTK process. The primary
contribution of this work lies in identifying the key factors impeding the attainment of
centimeter-level RTK position solutions when dealing with two UAVs flying in close
proximity. Additionally, it proposes a comprehensive RTK process aimed at addressing
these challenges, incorporating measurement time synchronizations, cycle slip detection
methods tailored for small UAVs, and dual KF structures. These proposed methods were
validated through extensive flight test data. Note that the overall methods proposed in this
study primarily focused on a short baseline RTK method for situations where two UAVs
equipped with GNSS receivers and antennas are moving, as shown in Figure 1.

This paper is structured as follows: Section 2 outlines the GNSS measurement model
and the time synchronization process between measurements from two different GNSS
receivers. Section 3 describes techniques for detecting single- and dual-frequency GNSS
carrier phase cycle slips for a UAV. In Section 4, the implementation of a dual KF structure is
discussed with its rationales, in order to derive an accurate and robust navigation solution
when the number of GNSS measurements varies and to cope with ratio test failures.
Section 5 evaluates the performance improvements of the proposed methods using the
flight test data collected from UAVs, followed by conclusions in Section 6.

Figure 1. The conceptual scenario of moving baseline RTK in short baseline situations, mainly covered
in this paper, when sufficient GNSS measurements for RTK are available.

2. Gnss Measurements Pre-Processing and Time Synchronization

The GNSS measurements pre-processing procedure, as shown in Figure 2, involves cy-
cle slip detection and measurement time synchronization between the two GNSS receivers.
To ensure accurate time synchronization of the GNSS measurements, only measurements
with a carrier-to-noise ratio (C/N0) of more than 35 dBHz and that passed the cycle slip
tests were used in the RTK process.
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Figure 2. Detailed GNSS measurements preprocessing procedure and the time synchronization
process between UAVs prior to the Kalman filter algorithm.

The GNSS observables of satellite k at f frequency for receiver i can be formulated
as follows

ϕk
i, f = rk

i − Ik
f + Tk +

(
bu,i − bk

s

)
+ λk

f Nk
i, f + εk

ϕ (1)

ρk
i, f = rk

i + Ik
f + Tk +

(
bu,i − bk

s

)
+ εk

ρ (2)

dk
i, f = − 1

λk
f

[
ṙk

ı +
(

ḃu,i − ḃk
s

)
+ εk

d

]
(3)

where ϕk
i, f , ρk

i, f and dk
i, f are carrier phase (m), code (m) and Doppler frequency (Hz)

measurements of a GNSS signal, respectively. Here, rk
i is a geometric range between the

receiver i and a satellite k. Ik
f and Tk refer to ionospheric and tropospheric delays. bu,i and

bk
s are the receiver and satellite clock biases, respectively. λk

f and Nk
f are signal wavelength

and integer ambiguity of carrier phase measurements. Each measurement noise and errors
are denoted as εk

ϕ, εk
ρ, and εk

d.
As we are dealing with a short baseline RTK problem where the distance between

two receivers is less than several kilometers, a single difference of GNSS measurements
between receiver i and receiver j for satellite k is as follows:

∆ϕk
ij = ϕk

i − ϕk
j + ∆εk

ϕ

∆ρk
ij = ρk

i − ρk
j + ∆εk

ρ

. (4)

Common satellite clock biases and ionospheric and tropospheric delays are eliminated
using a single difference between receivers. Then, the receiver clock biases are removed by
double-differencing between satellite k and pivot satellite l as follows
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∇∆ϕkl
ij = ∆ϕk

ij − ∆ϕl
ij

= ∇∆rkl
ij +∇∆Nkl

ij +∇∆εkl
ϕ

= −
(

1k
i − 1l

i

)
︸ ︷︷ ︸

G

·xij +∇∆Nkl
ij +∇∆εkl

ϕ

∇∆ρkl
ij = ∆ρk

ij − ∆ρl
ij

= ∇∆rkl
ij +∇∆εkl

ρ

= −
(

1k
i − 1l

i

)
︸ ︷︷ ︸

G

·xij +∇∆εkl
ρ

(5)

where 1k
i stands for a user-to-satellite line-of-sight unit vector and xij is a relative position

vector between receiver i and receiver j. Under the short baseline assumption, 1k
j has been

considered virtually the same as 1k
i .

In contrast to the ideal case where both GNSS measurements are received simultaneously
at the exact same time, subtle measurement time differences between two distinct GNSS
receivers may exist in practical scenarios as shown in Figure 3. Having additional unmodeled
biases in the GNSS measurements may lead to a false resolution of LAMBDA if not corrected.
Therefore, the time differences between the measurements should be adjusted.

Figure 3. Box plot of time differences between two GNSS receivers’ (Ublox ZED-F9P) measurements
from the flight test data used in this paper. The box plot graphically displays information on the
minimum, first quartile, median, third quartile, and maximum values of the given data.

The following equations show how the carrier and code measurements at time tj from
receiver j are synchronized to receiver i at time ti using Doppler frequency measurements.

ϕk
j (ti) ≈ ϕk

j
(
tj
)
− djλ f

(
ti − tj

)
ρk

j (ti) ≈ ρk
j
(
tj
)
− djλ f

(
ti − tj

)
.

(6)

The times ti and tj are computed by subtracting each receiver clock bias from the
GNSS measurement observation time. In cases where Doppler frequency measurements
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are unavailable, the time-differenced value of the cycle-slip-free carrier phase measurements
can be used as an alternative.

3. Cycle Slip Detection Strategy for a UAV

Cycle slips can be detected by differencing GNSS measurements gathered from two
closely located receivers to form DD measurements, eliminating many common measure-
ment errors [25–29]. However, in this paper, a cycle slip detection capability has been
integrated into a single GNSS receiver to simplify implementation and ensure robust
independent operation. A common method for cycle slip detection in a single GNSS
receiver uses a combination of single- or dual-frequency codes and carrier phase measure-
ments [30,31].

Although there are many cycle slip detection methods in the literature, carrier phase
measurement characteristics should be considered to obtain proper cycle slip detection
performance for a relatively low-cost GNSS receiver on small rotary-wing vehicles. In
this work, we developed cycle slip detection strategies based on the test statistics of the
following three cycle slip detection methods obtained through flight test data.

• Time-Differenced Dual-Frequency carrier phase Combination (TDDFC);
• Doppler-Aided Cycle Slip Detection (DACSD);
• Time-Differenced Single-Frequency carrier phase Measurements (TDSFM);

GNSS data from GPS, Galileo (GAL), and Beidou (BDS), corresponding to the frequen-
cies and wavelengths listed in Table 1 were collected and used.

Table 1. Dual-frequency GNSS signals ( f1, f2) used in this paper according to each satellite constella-
tion and frequency.

GPS Galileo BeiDou

f1
Band L1 E1 B1

Wavelength [m] 0.19029 0.19029 0.19204

f2
Band L2 E5b B2b

Wavelength [m] 0.24421 0.24835 0.24835

3.1. Time-Differenced Dual-Frequency Carrier Phase Combination (TDDFC)

First, TDDFC values are calculated as follows [31]:

TTDDFC = δϕk
i, f1

− δϕk
i, f2

= −δI f1 + δI f2 + λ f1 δNk
i, f1

− λ f2 δNk
i, f2

+ δM f1 + δM f2 + εδϕ f1
+ εδϕ f2

(7)

where the multipath-induced range errors in each measurement are denoted as M f . δ(·) is
a differencing operator between successive epochs. Assuming that ionospheric delay can
be ignored owing to ionospheric inactivity, Equation (7) can be expressed as follows if the
integer ambiguities are the same in consecutive epochs.

TTDDFC = δϕk
i, f1

− δϕk
i, f2

= ε̃TDDFC,comb.
(8)

Figure 4 shows the TDDFC values from the flight data within the threshold value at
which no cycle slips occur. The threshold for TTDDFC is formulated from our flight test data
at a false alarm level of 10−5 using a third-order polynomial equation.
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Figure 4. TDDFC (without cycle slip) values and thresholds derived from the flight test data.

Although the TDDFC thresholds are sufficiently low to detect small cycle slips, there
are some particular dual-frequency cycle slip combinations that result in low values of
TDDFC such that no cycle slips can be observed. Some examples of these particular
combinations and the corresponding TDDFC values are listed in Table 2.

Table 2. Examples of cycle slip combinations that result in low TDDFC values [m] without noise.

TDDFC Values [m] 1

(1,1) (77,60) (39,30) (13,10)

GPS −0.05392 1.7763 0.09515 0.03172
Galileo −0.05806 −0.24835 −0.02903 −0.00968
BeiDou −0.05631 −0.11392 0.03906 0.01302

1 from the specific cycle slips combination at f1 and f2 (amount of slip in f1, amount of slip in f2).

As an example, Figure 5 shows the missed detection probabilities of the TDDFC
detector for 39 and 30 cycle slips in f1 and f2 bands, respectively. As shown in Figure 5,
all of the TDDFC values of GAL and BDS were smaller than the threshold, indicating that
certain cycle slip combinations would be difficult to detect in practice using TDDFC alone.
To address these challenges, the DACSD was used in parallel with the TDDFC.

Figure 5. Miss detection (MD) rates and TDDFC values of (39,30) cycle slips at f1 and f2 bands
without noise.
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3.2. Doppler-Aided Cycle Slip Detection (DACSD)

DACSD uses time-differenced single-frequency carrier phase and Doppler measure-
ments as the test metric, calculated as follows:

TDACSD = δϕk
i −

(
dk

i (t2) + dk
i (t1)

2
· δt

)
,

(9)

where δt is the time duration between t1 and t2.
Figure 6 shows the DACSD values without cycle slips and the derived threshold values.

Figure 6. DACSD (without cycle slip) values and derived thresholds from the flight data. DACSD
serves as a complement to the TDDFC method.

Due to the large noise level of Doppler measurements from UAVs, the threshold was
set to have a false alarm rate of 3 × 10−7. Here, the thresholds of DACSD were found to
be four to six cycles, depending on the elevation angle. Therefore, cycle slip combinations
listed in Table 2 can be reliably detected, except for the (1,1) cycle combination. Other
monitoring approaches could be used for the (1,1) cycle slip case, including range residual
tests, which require further investigation.

3.3. Time-Differenced Single-Frequency Carrier Phase Measurements (TDSFM)

In general, the DACSD can be also used for single-frequency measurements. However,
because of its large thresholds, DACSD is recommended for use in conjunction with
another test metric. In this study, the use of time-differenced single-frequency carrier phase
measurements (TDSFM) [32] was proposed for cycle slip detection of single-frequency-only
measurements. To derive the TDSFM metric, the time rate of the carrier phase is modeled
as follows:

ϕ̇k
f = ṙ − İ f + Ṫ +

(
ḃ − ḃk

)
+ λ f Ṅk

f + εϕ̇

= 1k ·
(

vk − v
)
+ ḃ + λ f Ṅk

f + ε̃TDSFM,res.
(10)

where dot ˙( ) is a differentiation operator, v and vk are the velocities of the UAV and satellite
k, respectively.



Machines 2024, 12, 202 9 of 20

To calculate TDSFM, the velocity of the UAV and its clock drifts are computed using
dual-frequency measurements that have already passed the TDDFC and DACSD thresholds.
Then, Ṅk

f can be assumed to be zero, and Equation (10) can be reformulated as follows:

ϕ̇k
f − 1k · v̂k = −1k · v + ḃ + εk

ϕ̇. (11)

where v̂k is an estimated satellite velocity from the broadcast ephemeris data. Using m
sets of carrier phase rates that have passed the TDDFC and DACSD tests, v and ḃ can be
determined from the following linear equation:

Y = CX + ε̃TDSFM,comb (12)

where

Y =


ϕ̇1

f − 11 · v1

...
ϕ̇m

f − 1m · vm

, C =

−11 1
...

...
−1m 1

, X =
[

v
ḃ

]
.

With estimated X, denoted as X̂, TDSFM values, TTDSFM, for nth single frequency-only
measurements are computed as follows:

TTDSFM = ϕ̇n
f − 1n · v̂n −

[
−1n 1

]
· X̂. (13)

TTDSFM collected from flight tests are shown in Figure 7. There was no apparent trend
in the TDSFM with respect to the satellite elevation angles, which seemed to be caused by
the small number of single-frequency measurement samples. Based on the test statistics,
the threshold for TTDSFM is set as a constant of 0.1160 m/s to allow a false alarm rate of
10−5. The TDDFC, DACSD, and TDSFM thresholds are summarized in Table 3.

Table 3. Thresholds for the absolute values of TDDFC, DACSD, and TDSFM based on flight test data.

Method
Polynomial Coefficients

3rd-Order 2nd-Order 1st-Order Constant

TDDFC [m] +4.1162 × 10−8 −1.9358 × 10−6 −8.2256 × 10−4 +0.1013
DACSD [cyc] −1.1586 × 10−5 +1.8570 × 10−3 −0.1093 +7.2164
TDSFM [m/s] - - - +0.1160

Figure 7. TDSFM (without cycle slip) values from the flight data and threshold for cycle slip detection
in single-frequency GNSS measurements.
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4. Proposed Dual Kalman Filter Structure for RTK and Its Rationales

This section begins with a brief introduction to a conventional KF-based RTK approach
with its outcomes. Subsequently, the dual KF structure proposed in this paper and the
rationale behind it are investigated.

4.1. Conventional Kalman Filter Based RTK Approach

In Section 3, the preprocessing of GNSS measurements is discussed, such as GNSS
measurement selection with the satellite elevation angle and C/N0 of the measurements, the
detection of cycle slips, and the time synchronization of GNSS measurements. This section
deals with the procedures that remain after the GNSS measurement time synchronization
block in Figure 8.

Figure 8. Flowchart for a conventional Kalman filter-based RTK.

The state vector for a KF-based RTK denoted as xij includes relative position vector,
relative velocity vector, and single differenced integer ambiguities.

xij =
[
rij, vij, N1,ij, · · · , Nm,ij

]T . (14)

Here, rij, vij are relative position and velocity vector and (N1,ij, N2,ij, · · · , Nm,ij) are
single differenced integer ambiguities between receiver i and receiver j when m GNSS
carrier phase measurements are available. With a discrete state transition matrix from
the (k − 1)th epoch to the kth epoch, denoted as Fk

k−1, the predicted state vector, and
its covariance matrix are computed from the previously updated state vector and its
covariance matrix.

x̂−ij,k = Fk
k−1 x̂+ij,k−1

P−
k = Fk

k−1P+
k−1Fk

k−1
T + Qk

k−1

(15)

where

Fk
k−1 =

 I3×3 I3×3dt
I3×3

Im×m

, Qk
k−1 =

 Qpos
Qvel

Qint

. (16)

Here, x̂−ij,k and P−
k are predicted state vector and its covariance matrix at the kth epoch,

and x̂+ij,k−1 and P+
k−1 are updated state vector and its covariance matrix at the (k − 1)th

epoch. A constant-velocity model is used for the state transition matrix and dt is the time
duration between the (k − 1)th epoch and the kth epoch. Qk

k−1 refers to the system noise
matrix over the time dt.

When new measurements arrive, KF gain, Kk, which determines weights to the new
measurements are calculated as follows
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Kk = P−
k HT

k

(
HkP−

k HT
k + Rk

)−1

(17)

where

Hk =

[
−G 0m×3 ΛDN
−G 0m×3 0

]
, Rk =

[
R∇∆ϕ

R∇∆ρ

]
.

(18)

Here, Hk is a linearized measurement model that incorporates the G matrix in Equation (5),
and Rk is a covariance matrix for measurement noise. The initial parameters of the KF were
set based on established benchmarks from previous work, particularly referencing [21]. These
parameters were subsequently updated through heuristic comparison with results obtained
from our experimental data. The matrix DN converts single differenced integer ambiguities into
double differenced integer ambiguities of carrier phase measurements, where Λ is a diagonal
matrix composed of wavelengths of the respective carrier phase measurements. Given that each
satellite constellation, such as GPS, GAL, and BDS, has its own pivot satellite, the DN matrix
with all of these constellations is formulated as follows:

DN =

 DNGPS

DNGAL

DNBDS

. (19)

For example, if the integer ambiguity state of a pivot satellite in the GPS is located at
the first element of the single differenced integer vector, DNGPS is defined as below.

DNGPS =


−1 1 0 · · · 0
−1 0 1 · · · 0

...
...

...
. . .

...
−1 0 0 · · · 1

. (20)

Finally, the KF updates the state and corresponding covariance matrix based on the
KF gain with received measurements yk. To avoid numerical instability of the KF process,
the Joseph form of the covariance update equation in [33] is used.

x̂+ij,k = x̂−ij,k + Kk

(
yk − Hx̂−ij,k

)
)

P+
k = (I − Kk Hk)P

−
k (I − Kk Hk)

T + KkRkKT
K.

(21)

From Equation (21), the estimated states and covariance matrix are re-transformed to
derive a float solution of double differenced integer ambiguities.

x̂+′
ij,k = Ds x̂+ij,k =

[
r̂+ij,k, v̂+

ij,k, N̂+
ij,k

]T

P+′
k = DsP+

k DT
s =

(
QR(6×6) QN̂R

QRN̂ QN̂

) (22)

where

Ds =

(
I6×6

DN

)
.

In this equation, the covariance matrix associated with the float solution, N̂+
ij,k, is

denoted separately as QN̂ , while QR(6X6) represents the covariance matrix for the updated
relative position and velocity vector. Then, the LAMBDA algorithm [10] is applied to
compute the so-called fixed integer solutions, Ň, from the float solution and its covariance
matrix. This fixed integer solution undergoes a validation process via a well-known ratio
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test. Employing the widely adopted criteria, if the ratio value exceeds the threshold of
three, the final fixed relative position, řij, and velocity vector, v̌ij, are calculated as follows:(

řij
v̌ij

)
=

(
r̂+ij,k
v̂+

ij,k

)
− QRN̂Q−1

N̂
(N̂+

ij,k − Ň). (23)

when the ratio test was not passed, which means the ratio value did not exceed the threshold
of 3, the float solution, r̂+ij,k, was used instead of the fixed solution, řij.

4.2. Dual Kalman Filter Structure

Once the float integer solutions converge in the KF, the integer solutions tend to
continuously pass a ratio test with an escalating ratio value, as shown in Figure 9, except in
some cases.

Figure 9. A Kalman filter-based RTK ratio test result with a trend of increasing ratio values.

One such case is the addition of satellites to the KF, which often causes a ratio test to
fail. This subsection discusses the causes of the ratio test failure owing to the newly added
satellite and the remedies used in this paper by a dual KF structure.

4.2.1. Analysis of the Effect of a Newly Risen Satellite on the KF and Integer Ambiguity
Resolution in LAMBDA

During KF-based RTK operations, satellites may rise or fall. When the satellite falls,
the corresponding integer ambiguity state is removed in KF, which usually does not cause
a problem if several satellites still remain in view. However, a problematic case occurs
when the KF includes additional integer ambiguity (AIA) states to incorporate a newly
risen satellite or reintroduce satellites previously excluded due to cycle slips. In this case, a
so-called ratio test value, r in Equation (24), could drastically drop below three.

r =
F(N ′)

F(N)
=

(N̂ − Ň ′
)TQ−1

N̂
(N̂ − Ň ′

)

(N̂ − Ň)TQ−1
N̂
(N̂ − Ň)

(24)

where Ň and Ň′ are the best and second-best integer vector solutions resulting from LAMBDA.

The reason for the low r is that the AIA states are introduced with a roughly predicted
initial value with a large covariance whereas the current integer ambiguity (CIA) states that
have been estimated in KF have accurate means with a very small state covariance. The large
covariance gap, typically more than several thousand times, between the AIA and CIA states
results in a KF gain, K, that places small weights on KF innovations associated with the AIA
states. However, the KF gain associated with the CIA states was only slightly affected by the
additional satellites. In particular, this characteristic of K prevents the AIA states from being
effectively updated by KF innovations, and the updated AIA state float solution would have
a similar bias to the roughly estimated initial AIA value. This bias subsequently induces an
integer bias in vectors of the best and second-best solutions in LAMBDA.
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This KF gain characteristic is best observed by numerical inspections rather than
algebraic derivations. A typical KF gain characteristic before and after the inclusion of the
AIA state is shown in Figure 10. As shown in Figure 10, the KF gain magnitudes have
similar values in two consecutive epochs. The index of the AIA state is 42, and its KF gain
magnitude is more than 10 times smaller than most of the gain magnitudes of the other
integer states. The integer states with indices 4–6 also have very small gain magnitudes,
but these are not of concern as they are already very small before the AIA state is included.

Figure 10. Comparison of the Kalman filter gain before and after the inclusion of an AIA state.

Here, it is interesting to note that the resolved integers for the CIA are usually correct
even when r is less than three, and the resolved integer is incorrect for the AIA, whose char-
acteristics are used to develop the proposed dual KF structure. To see these characteristics
more clearly, let us first consider the following cost function used in LAMBDA:

F(z) = (z̃ − z)T D−1(z̃ − z)

=
(z̃1 − z1)

2

d1
+

(z̃2 − z2)
2

d2
+ · · ·+ (z̃n − zn)2

dn

(25)

where

z̃ = ZT Ň (26)

Qz = ZTQN Z = LT DL. (27)

In the above equations, Z is a Z transformation matrix that decorrelates the original
integer ambiguity of N. L denotes a unit lower triangular matrix and D is a diagonal matrix
with conditional variances of di. The LAMBDA search process sequentially determines
integer candidates from those with the smallest to those with the largest conditional
variances, i.e., a move-down step from zn to z1. Once a complete first set of integer vector
solution with a tentative minimum cost function has been obtained, the second solution is
set identically to the first solution except that the vector element with the largest conditional
covariance is added by ±1. The search for the second solution is performed by adding
±1 integers in a search space from z2 to zn, a move-up step. If a lower cost function is
found during the move-up steps, the search direction then changes to the move-down
steps. The search process is terminated when no further integer candidates are found in
the search space.
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Now, when an AIA state is introduced into the KF, there are n + 1 states, and zAIA is
assigned to the newly added state. Then, the cost function becomes:

F(zAIA) =
(z̃AIA − zAIA)

2

dAIA

+
(z̃1 − z1)

2

d1
+ · · ·+ (z̃n − zn)2

dn

(28)

Here, because of the large covariance of the AIA state, dAIA is much larger than d1
through dn. Assuming that [z̃1, · · · , z̃n] and [d1, · · · , dn] in Equations (25) and (28) are
very close, then the minimized cost functions in Equations (25) and (28) would also be

very close because (z̃AIA−zAIA)
2

dAIA
is negligible in Equation (28). The almost same values

of Equations (25) and (28) indicate that the fixed integers of ž1 through žn are essentially
identical. Again, žAIA would be incorrect and differed by 1 in the best and the second-best
integer solution vectors while ž1 through žn are the same in both solutions.

4.2.2. Dual KF Structure Development Strategy

From the above analysis, we can deduce that the approximately predicted initial
value and the large covariance of an AIA state must be refined to correctly resolve integer
ambiguities with r > 3. Thus, it might be beneficial to remove the problematic integer
state and wait for it to be refined before passing it to LAMBDA. A convenient and practical
approach is to therefore implement a dual KF structure. The dual KF structure consists of a
primary main-KF and temp-KF. The main-KF was primarily used for determining position
solutions with resolved integer ambiguities. The temp-KF was operated only when the
ratio test failed and at least one AIA existed.

The dual KF structure-based RTK procedure is illustrated in Figure 11. The proposed
KF procedure starts with a main-KF. In a typical RTK implementation, the main-KF passes
the ratio test after some initialization time and results in centimeter-level positioning
accuracy. In the course of RTK operation, new satellites can appear and be included in
the main-KF. As discussed previously, the ratio test may fail with a high probability if an
AIA has been introduced to the main-KF. If the main-KF fails the ratio test, the AIA is
excluded and re-updated without the AIA state by temp-KF. Now, a temp-KF without AIA
is implemented and used for position solutions instead of the main-KF until the main-KF
LAMBDA solution with AIA passes a ratio test owing to the convergent state covariance.

Figure 11. Flowcharts for the proposed dual Kalman filter structure for RTK.
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Figure 12 compares the ratios of the main-KF and the temp-KF. In the figure, the ratio
of the main-KF alone drops below three when new satellites are included in the KF filter.
However, the ratio of the temp-KF is above three.

Figure 12. Ratio values from the flight test #34: main-KF and temp-KF.

5. Results
5.1. Experimental Set-Up And Methods

A total of 45 flight test data samples were used to validate the proposed RTK technique
with up to four UAVs. Figure 13 shows an example flight path of the four UAVs and one
of our UAV testbed used for the flight test. Each UAV followed pre-programmed flight
trajectories using a Pixhawk flight controller and a standalone GNSS receiver (3DR, Chula
Vista, CA, USA) for about 10 min in a test. The speed of the UAVs was between 1.0 and
3.5 m/s at an altitude of 10 m. During the flight tests, separate Ublox ZED-F9P GNSS
receivers (Ublox AG, Thalwil, Switzerland) and Trimble AV17 GNSS antennas (Trimble,
Sunnyvale, CA, USA) were mounted on the UAVs to capture dual-frequency code and
carrier phase measurements of GPS, GAL, and BDS constellations at a 1 Hz rate. The
dual-frequency raw measurements were stored on a memory card within a Raspberry Pi 4
mini computer (Raspberry Pi LTD, Cambridge, England) and subsequently processed to
generate RTK position solutions in a post-processing mode using Matlab software version
R2022a. To validate the proposed algorithms, the true relative position vectors between
the UAVs were determined by subtracting RTK solutions between each UAV and a nearby
continuously operating static reference station in Suwon, South Korea, using open-source
RTKLIB software version 2.4.3 b34 and TRIMBLE TBC software version 1 [34,35].

Figure 13. (a) The flight path of four UAVs during the flight tests conducted to collect GNSS data.
(b) A hexacopter UAV used for the flight test. The colors of the lines were employed to differentiate
the flight paths of each UAV.
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5.2. Performance Improvement through Synchronization of Measurement Times

Figure 14 shows the ratios of the test pass rates and the 3D Root Mean Square Errors
(RMSE) of the relative positions between the UAVs. The flight test data was used to compare
the results of using conventional and dual KFs with and without GNSS measurement time
synchronization. The results reveal that neither conventional nor dual KFs without time
synchronization can achieve centimeter-level positioning performance. With measurement
time synchronization, both KFs had ambiguity fix rates above 40% on all datasets, while
without the time synchronization process, both KFs had fix rates of 0% on 34 out of
45 datasets. The average ratio-test pass rate increased from 13.31% to 85.93% for the
conventional KF and from 19.11% to 99.59% for the dual KF, representing an overall
performance improvement of 545% and 421%, respectively. Also, the average 3D RMSE
decreased from 57.96 cm to 7.14 cm for the conventional KF and from 57 cm to 1.93 cm
for the dual KF, showing a 3D RMSE reduction of 87.7% and 96.6%, respectively. The
difference in RTK performance with and without the time synchronization process is
significant, except for a few limited cases where the time difference between the received
measurements is sufficiently small to be negligible.

Figure 14. Box plots comparing (a) the percentage of ratio test passes and (b) 3D RMSE with and
without GNSS measurements time synchronizations based on the 45 flight test data sets.

5.3. Performance Improvement via Proposed Cycle Slip Detection Strategy for a UAV

Compared to the GNSS measurements received from a stationary GNSS receiver, we
found that the code and carrier phase measurements of a UAV contain a relatively large
level of noise. Figure 15a compares experimental distributions of the TDDFC metrics from
the static GNSS receivers and the flight test data. Therefore, using the well-known carrier
phase measurement noise model derived from static ground receivers in [36] may lead to a
significant number of false alarms in detecting cycle slips. The effect of tight thresholds not
only reduces the average number of carrier phase measurements, but frequent exclusions
and re-introduction of satellites into the KF lead to poor convergence performance overall.
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Figure 15. (a) The TDDFC metrics from both static GNSS receivers and flight test data. (b) Number
of carrier phase measurements passing the thresholds of the prior art and proposed methods, respec-
tively. The threshold in [36] excludes numerous GNSS data from flight test data (UAVs) compared to
the proposed modeled cycle slip detection threshold.

Figure 15b shows the minimum, maximum, and average number of carrier phase
measurements remaining after the proposed cycle slip detectors with threshold in [36] and
from Table 3, respectively. It can be clearly seen that with the TDDFC threshold in [36],
a large amount of GNSS data from moving UAVs would be declared as a cycle-slipped
carrier phase and excluded accordingly.

5.4. Performance Improvement via Dual Kalman Filter Structure

Table 4 shows the pass rates of the ratio tests and the 3D RMSE of the relative positions
between the UAVs with conventional and dual KFs. In this test, measurement time synchro-
nization and the proposed cycle slip detection approach were implemented in both KFs.
Overall, the dual KF performed better than the conventional KF in both aspects. Compared
to the conventional KF, average improvements in the ambiguity fix ratio and 3D RMSE
of position errors are 23.54 and 65.31 percent, respectively. A total of 43 out of 45 tests
showed an improved performance in terms of 3D RMSE reduction along with ratio test
pass rate. The remaining two cases had 100 % ratio test pass rates with the conventional KF;
thus, there were no advantages to using the dual KF. Although an increase in the ratio test
pass rate seemed to result in a reduction in 3D RMSE, the dataset that showed the largest
improvement in fix rate differed from the dataset with the largest RMSE reduction. This is
because the reduction in 3D RMSE was highly dependent on the overall accuracy of the
conventional KF’s float solution, in addition to the ratio test pass rate. The conventional
KF produced inaccurate float solutions when it frequently failed the ratio test in the early
stages of the KF. Therefore, improving the ratio test pass rate in the early stages of the KF
contributed to result in a greater reduction in 3D RMSE for the dual KF structure. With
the proposed dual KF structure, all 45 datasets had 3D position RMSE less than 10 cm.
Nonetheless, some datasets did not achieve a 100% pass rate on the ratio test, and some
fixed solutions had instantaneous 3D position errors over 10 cm. The results suggest that if
the ratio test failures were due to problems other than the inclusion of new satellites into
the KF, the proposed dual KF structure is subject to the same problems. To address these
concerns, implementing partial ambiguity resolution or residual tests needs to be explored
in conjunction with the dual KF structure, which will be a topic for our future research.
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Table 4. A comparison of the RTK performance with conventional KF and dual KF methods (Same
cycle slip thresholds were used). Flight test idx 13, highlighted in yellow, showed the largest decrease
in RMSE, while the test idx 40, highlighted in gray, demonstrated the largest improvement in passing
the ratio test.

Flight Test Idx

3D RMSE [cm]
(Position Error) 3D RMSE

Reduction Rate [%]

Percentage of Epochs
That Passing the Ratio Test [%] Increase Rate in

Passing the Ratio Test [%]
Conventional KF Dual KF Conventional KF Dual KF

1 2.79 2.03 27.40 96.98 100.00 3.12
2 8.29 2.34 71.80 85.93 100.00 16.37
3 19.77 2.29 88.42 82.04 100.00 21.89
4 8.61 1.59 81.52 80.39 100.00 24.39
5 13.43 1.24 90.75 79.47 100.00 25.83
6 8.97 1.69 81.14 78.34 100.00 27.66
7 26.64 4.33 83.76 58.65 100.00 70.50
8 5.76 3.12 45.76 94.01 100.00 6.37
9 26.10 2.92 88.80 59.48 100.00 68.12

10 8.35 1.35 83.81 92.48 100.00 8.13
11 12.03 0.74 93.88 71.39 100.00 40.07
12 4.54 0.86 80.96 93.93 99.84 6.29
13 19.69 0.96 95.13 70.51 100.00 41.83
14 5.38 0.60 88.92 90.58 100.00 10.39
15 3.64 0.89 75.40 95.43 100.00 4.79
16 4.44 1.53 65.62 96.77 100.00 3.34
17 3.88 1.47 62.06 99.54 100.00 0.47
18 4.38 0.69 84.19 98.85 100.00 1.17
19 3.47 0.77 77.77 98.95 100.00 1.06
20 4.05 1.09 73.13 98.69 100.00 1.33
21 5.25 2.60 50.46 97.65 100.00 2.41
22 2.26 0.78 65.63 99.86 100.00 0.14
23 2.69 0.64 76.14 98.47 100.00 1.56
24 4.46 0.87 80.46 97.77 100.00 2.28
25 1.77 1.28 27.45 99.41 100.00 0.60
26 2.51 1.03 58.99 99.11 100.00 0.90
27 3.47 1.57 54.77 98.36 100.00 1.66
28 5.66 0.95 83.29 92.65 100.00 7.94
29 2.15 0.57 73.64 98.74 100.00 1.28
30 5.71 0.72 87.42 94.32 100.00 6.03
31 2.34 2.17 7.19 94.76 95.81 1.11
32 1.42 0.48 65.87 98.32 100.00 1.71
33 3.39 0.73 78.47 98.75 100.00 1.27
34 9.69 4.61 52.37 51.54 100.00 94.03
35 11.12 4.28 61.56 52.70 100.00 89.76
36 9.30 4.16 55.27 52.32 100.00 91.13
37 5.55 1.08 80.61 98.00 100.00 2.04
38 7.47 0.96 87.21 95.48 100.00 4.74
39 4.65 0.75 83.95 97.51 100.00 2.56
40 10.30 4.12 60.04 41.64 95.82 130.10
41 7.12 4.23 40.58 43.45 92.44 112.73
42 7.49 4.93 34.24 44.46 97.57 119.45
43 2.98 2.00 33.00 99.06 100.00 0.95
44 4.42 4.42 0.00 100.00 100.00 0.00
45 4.31 4.31 0.00 100.00 100.00 0.00

6. Conclusions

This paper presents effective techniques that improve the RTK performance of moving
UAVs. These include measurement time synchronizations and cycle slip detectors for
low-cost GNSS receivers on flying vehicles. In addition, the causes of ratio test failure
in a typical KF filter-based RTK owing to newly included satellites are discussed, and
dual KF structures that overcome these drawbacks are presented. The effectiveness of
the proposed algorithms was confirmed using data from 45 UAV flight tests. Without
synchronized measurement times, both the conventional and dual Kalman filters exhibited
notably low average ratio test pass rates, about 16.21 percent. However, implementing
the proposed synchronization method for measurement times, the average ratio test pass
rates for the conventional and dual Kalman filters improved significantly by 545 and
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421 percent, respectively. Also, the appropriate cycle slip detection metrics and thresholds
were introduced, tailored to the measurement characteristics of small UAVs. Through
the implementation of these proposed cycle slip detection thresholds, our flight test data
showed the prevention of false exclusions of two to six satellites. By employing the
suggested measurement time synchronization and cycle slip detection techniques, the dual
Kalman filter demonstrated significant enhancements in both the ambiguity fix ratio and
3D RMSE of position errors. Specifically, compared to the conventional KF, the dual KF
showed average improvements of 23.54 percent and 65.31 percent, respectively, in these
metrics. Overall, the proposed algorithms can be used to improve the RTK solutions of
dynamic platforms with low-cost GNSS receivers.
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