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Abstract: In this paper, the robot arm Dobot Magician and the Raspberry Pi development platform
were used to integrate image processing and robot-arm drawing. For this system, the Python
language built into Raspberry Pi was used as the working platform, and the real-time image stream
collected by the camera was used to determine the contour pixel coordinates of image objects. We
then performed gray-scale processing, image binarization, and edge detection. This paper proposes
an edge-point sequential arrangement method, which arranges the edge pixel coordinates of each
object in an orderly manner and places them in a set. Orderly arrangement means that the pixels
in the set are arranged counterclockwise to the closed curve of the object shape. This arrangement
simplifies the complexity of subsequent image processing and calculation of the drawing path. The
number of closed curves represents the number of strokes in the drawing of the manipulator. In
order to reduce the complexity of the drawing of the manipulator, a fewer number of closed curves
will be necessary. To achieve this goal, we not only propose the 8-NN (abbreviation for eight-nearest-
neighbor) search, but also use to the 16-NN search and the 24-NN search methods. Drawing path
points are then converted into drawing coordinates for the Dobot Magician through the Raspberry
Pi platform. The structural design of the Dobot reduces the complexity of the experiment, and its
attitude and positioning control can be accurately carried out through the built-in API function or
the underlying communication protocol, which is more suitable for drawing applications than other
fixed-point manipulators. Experimental results show that the 24-NN search method can effectively
reduce the number of closed curves and the number of strokes drawn by the manipulator.

Keywords: Dobot Magician manipulator; Raspberry; edge-point sequential arrangement; 8-NN
search; 16-NN search; 24-NN search

1. Introduction

Artificial-intelligence robots offer promising market potential, particularly service-
oriented and entertainment robots. These include the currently popular sweeping robot,
the suitcase robot, the baby monitoring robot, and the housekeeper robot. Compared with
functions such as medical diagnosis or automatic driving, learning and entertainment-
oriented robots have a much higher degree of fault tolerance. Intelligent toys are another
channel for firms to use the Internet-of-Things to enter the home market. In addition
to providing domestic services, early education robots combine instructional functions
with entertaining programs. A popular example is the Star Wars BB-8 SPHERO remote-
control robot [1] and Anki’s Cozmo social robot [2], shown in Figures 1 and 2, respectively,.
Another example is the LEGO BOOST robot [3], which provides a building block kit
for children to write their own programs, shown in Figure 3. Due to its comprehensive
and flexible sporty performance, omni-directional mobile platforms are widely used in
entertainment-oriented robots. In [4], Xu provide a structural analysis and motion resolving
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solution to the platform based on four separate Mecanum wheels, building the perspective
mathematical model in its kinematics and dynamics terms.
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ing. In 1984, the performance robot Wabot-2 [6,7], shown in Figure 4, was published by 
the Research Office of Ichiro Kato, Waseda University, Japan. It can recognize music 
scores through its camera lens and play music flexibly with both hands and feet. In 2007, 
the Department of Mechanical Engineering of Zhongyuan University published the “Ro-
bot String Orchestra”, shown in Figure 5. This system combines turning the piano, waving 
the bow, and pressing the string and kneading, and then cooperates with a multi-axis 
synchronous control string pressing device to realistically simulate the performance skills 
of human musicians [8,9]. 
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The range of applicability of artificial intelligence is diverse and continually expanding.
In 1984, the performance robot Wabot-2 [6,7], shown in Figure 4, was published by the
Research Office of Ichiro Kato, Waseda University, Japan. It can recognize music scores
through its camera lens and play music flexibly with both hands and feet. In 2007, the
Department of Mechanical Engineering of Zhongyuan University published the “Robot
String Orchestra”, shown in Figure 5. This system combines turning the piano, waving
the bow, and pressing the string and kneading, and then cooperates with a multi-axis
synchronous control string pressing device to realistically simulate the performance skills
of human musicians [8,9].
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Many studies have investigated the use of robots for entertainment purposes. In [11], 
a robot was equipped with a powerful sensing ability, enabling it to draw a portrait on an 
uncalibrated surface of arbitrary shape. This achievement was aided by breakthrough de-
velopments in terms of mechanical arms. Robots have been applied to music composition, 
while developments related to 3D printing and mechanical engraving are opening up pos-
sibilities in the world of sculpture. Robots are also learning calligraphy [12], as shown in 
Figure 7. In this rule-bound art form, the robot can learn to write as fluently as a human. 
While font and pressing are easy to learn, the change of the shape of the pen hair and 
judgment of the dryness and wetness of the pen remain difficult for artificial intelligence. 
In recent years, artists and researchers have begun applying robots and automatic ma-
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work of the system e-David, capable of controlling a variety of painting machines in order 
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Technological progress in artificial intelligence provides artists with new techniques,
which is expected to ignite a revolution in visual art. British artists Nick and Rob Carter
exhibited the “Dark Factory Portraits” in the London Gallery. These portraits were painted
by an industrial robot named Kuka, which was developed for car production lines. The
Carters’ robot, Heidi, was adapted to paint portraits of well-known artists, as shown in
Figure 6. The Heidi robot reads digital photos and uses image processing technology
to convert two-dimensional (2D) pictures into corresponding code. This enables editing
of each robot action, including drawing, selecting brushes, applying brushstrokes, and
cleaning brushes. Robots represent tools for artists rather than substitutions for creative
thinking and thus open up new possibilities for creative workers.

Many studies have investigated the use of robots for entertainment purposes. In [11],
a robot was equipped with a powerful sensing ability, enabling it to draw a portrait on
an uncalibrated surface of arbitrary shape. This achievement was aided by breakthrough
developments in terms of mechanical arms. Robots have been applied to music composi-
tion, while developments related to 3D printing and mechanical engraving are opening up
possibilities in the world of sculpture. Robots are also learning calligraphy [12], as shown
in Figure 7. In this rule-bound art form, the robot can learn to write as fluently as a human.
While font and pressing are easy to learn, the change of the shape of the pen hair and
judgment of the dryness and wetness of the pen remain difficult for artificial intelligence. In
recent years, artists and researchers have begun applying robots and automatic machines
to develop novel forms of artistic painting. Interesting examples are given by the work of
the system e-David, capable of controlling a variety of painting machines in order to create
robotic artworks [13]. In [14], the non-photorealistic rendering techniques that are applied
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together with a painting robot to realize artworks with original styles. Further examples of
artistic robots are the interactive system for painting artworks by regions presented in [15]
and the collaborative painting support system shown in [16].
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The Dobot Magician [19] is a desktop four-axis manipulator with an accuracy of
0.2 mm based on an STM32 industrial chip. It uses Python as the working platform and
cooperates with the OpenCV image processing development kit and the Python API (the
application interface) to control the manipulator. The Dobot Magician has been widely
used in academic research [20]. For example, Tsao [21] wrote an Android application
for smartphones to drive laser engraving [22]. Images are sent from the smartphone to
Raspberry Pi, which calls the OpenCV function library to carry out image processing
and find contour points. These are used to plan laser engraving path points, which
are transmitted to the manipulator. In [23,24], Dobot and Raspberry Pi were applied
to integrate image processing and robot-arm drawing. The plug-in camera streams the
image, cooperates with the third-party kit OpenCV function library, carries out image
processing, finds the contour points, classifies and calculates the drawing path points, and
then transmits them to the manipulator for drawing. A similar set-up has been applied to
perform electronic acupuncture and massages [25,26]. Acupoint recognition is achieved
through image detection, and the manipulator is controlled to move to the corresponding
acupoints. In [27], the Dobot Magician and machine vision were applied to the automatic
optical detection of defects on production lines. The researchers in [28] integrated our
atmega328p development board with the Dobot for electromechanical integration solid
line automation. The DGAC design was proposed in [29], the spirit of gradient descent
training is embedded in genetic algorithm (GA) to construct a main controller to search
optimum control effort under possible occurrence of uncertainties. The effectiveness is
demonstrated by simulation results, and its advantages are indicated in comparison with
other GA control schemes for four-axis manipulators.
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In this paper, the drawings of images and various curves are used to verify the feasibil-
ity of Dobot manipulator drawing system. Connected-component labeling (CCL) [30,31]
is an algorithmic application of graph theory, where subsets of connected components are
uniquely labeled based on a given heuristic which is used in computer vision to detect
connected regions in binary digital images. Thus, in this paper, the method of CCL is
applied to binary images construction which is used to cut an image in multiple single
objects. Besides, to reduce the complexity of robot path planning, the edge-point sequential
arrangement method is explored to rearrange pixels’ image edge on the drawing path. This
method is also investigated in this paper and is improved from the original idea of con-
nected component labeling. A popular expression is the parametric B-spline curve, typically
defined by a set of control points and a set of B-spline basis functions, which has several
beneficial characteristics. It can be generalized as (a) it lies entirely within the convex hull
of its control points; (b) it is invariant under a rotation and a translation of the coordinate
axes; and (c) it can be locally refined without changing their global shape. The synthesis of
the above concepts and B-spline properties leads to a successful methodology for trajectory
planning application. In this paper, the divided B-spline function has been proposed by
Tsai [32] which is used to describe the mathematical expressions of various curves.

2. System Architecture

In this paper, we aimed to realize the drawing function of the manipulator through
machine vision. In addition to the mechanism of the four-axis manipulator, the Dobot
Magician also includes expansion modules (gripper kit, air pump box, conveyor belt,
photoelectric switch, and color recognition sensor), an external communication interface,
and a control program. It also has 13 I/O extension interfaces and provides Qt, C#, Python,
Java, VB, and other APIs for development. Image vision is carried out using a Raspberry
Pi 3 external high-resolution USB camera. Raspberry Pi 3 adopts the Broadcom BCM2837
chipset, which is a four-core 64-bit ARMv8 Series CPU with a clock frequency of 1.4 GHz. It
has a dual-core videocore IV 3D drawing core; provides 40 GPIO and 4 groups of USB 2.0;
and supports 10/100 Ethernet, IEEE802.11 b/g/n wireless network, Bluetooth 4.1 network
function, and 15 pin MIPI terminal camera connection function. The built-in Python
language is used as the working platform. The contour pixel coordinates of the object in
the image are transmitted to the Dobot through UART using gray-scale processing, image
binarization, edge detection, and edge-point sequential arrangement to depict the edge
contour of the object. The overall architecture consists of the following five units shown in
Figure 8: Dobot Magician (including the writing-and-drawing module), Raspberry Pi 3
embedded microprocessor, camera, user interface, and image processing algorithm.
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2.1. Specifications of Dobot Magician

As shown in Figure 9, the main body of the Dobot comprises the base, base arm, rear
arm, forearm, and end effector. The corresponding four joints are defined as J1, J2, J3, and
J4. We take J2 as the Cartesian origin (0,0,0), and the position of the end tool is defined as
(x, y, z). The power supply and warning lights are located above the base. The length of
the forearm of the manipulator is 147 mm, the length of the rear arm is 135 mm, and the
length of the base arm is 138 mm, as shown in Figure 10.
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Figure 10. Diagram of Dobot structure.

The maximum load of the manipulator is 500 g, the maximum extension distance is
320 mm, the movement angle of the base arm joint J1 is (−90~+90◦), the movement angle of
the rear arm joint J2 is (0~+85◦), the movement angle of the forearm joint J3 is (−10~+90◦),
and the movement angle of the end tool J4 is (−135~+135◦). The working range of the
X-Y axis of the manipulator is within the J1 activity angle and the maximum extension
distance, while the activity space of the Z axis is within the J2 and J3 activity angle and the
maximum extension distance. In addition, under a load of 250 g, the maximum rotation
speed of the front and rear arms as well as the base is 320◦/s, while the maximum rotation
speed of the end tool is 320◦/s.

2.2. Writing-and-Drawing Module

The writing-and-drawing module includes a pen and a pen holder, as shown in Figure 11.
For our purposes, we replaced the pen with a brush. Figure 12 shows the specification
parameters of Dobot with a pen-holder end tool.
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2.3. Underlying Communication Protocol

The API provided with the Dobot cannot directly call and control the manipulator on
Raspberry Pi. Therefore, we used the Python pySerial module for serial communication to
connect Raspberry Pi with the manipulator through the USB interface. The system must
follow the communication protocol formulated by the Dobot. The pySerial module controls
the manipulator through serial communication via the USB interface. The communication
protocol includes the header, data length, transmitted data, and check code of the data
packet. Table 1 shows the relevant communication protocol.

Table 1. Communication protocol of Dobot Magician.

Payload
CtrlHeader Length

ID rw Is Queued Params Checksum

0xAA
0xAA 1 Byte 1 Byte

High Byte
0x10 or

0x00

Low Byte
0x00 or

0x01

As
Directed

Payload
Calculate

The physical layer is encoded by the IEEE-754 32-bit single precision floating-point
number. For example, if we want to control the displacement of the manipulator from a
certain point to the coordinate point (x = 160, y = 90, z = −20, r = 0). Then, the data
encoding process is carried out as shown in Table 2.
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Table 2. Example of signal encoding.

Displacement
coordinate x y z r

Decimal system 160 90 −20 0

IEEE-754 0100001100100000
0000000000000000

0100001010110100
0000000000000000

1100000110100000
0000000000000000

0000000000000000
0000000000000000

16-Base system 0x430x200x000x00 0x420xb40x000x00 0xc10xa00x000x00 0x000x000x000x00
Small byte
align type 0x000x000x200x43 0x000x000xb40x42 0x000x000xa00xc1 0x000x000x000x00

r: the end tool is used when the steering gear (servo motor) is installed. Although this
system is not used, the value must be brought in. Figure 13 shows the conversion results
verified by the program written in Python; the following data can be used to control the
manipulator with the PTP mode command through the write () method of pySerial.
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2.4. Camera Lens

The image sources are files stored in the system or real-time images captured through
the external CCD lens. The external lens has an automatic focusing function, as shown
in Figure 8. It uses the transmission interface of USB 2.0 and is interconnected with the
USB interface of Raspberry Pi3. Captured images are transmitted to the graphics window
interface for image processing.

2.5. Embedded Microprocessor

Raspberry Pi offers powerful functionality, with a computing performance close to
that of a small single-board computer and advantages including small size, low cost,
low power consumption, and low noise. It can be connected to a keyboard, a mouse,
or a display. This high, low-cost performance is achieved by using a 64-bit embedded
microprocessor with an I/O entity pin to communicate with external sensors such as
GPIO/I2C/UART interfaces. Specifications are as follows: (1) SOC: Broadcom BCM2837
chipset; (2) microprocessor: four-core 64-bit ARMv8 cortex-A8, 1.4 GHz; (3) display core:
dual-core videocore IV 3D graphics core; (4) memory: LPDDR2, 1 GB; (5) network functions:
10/100 Ethernet, IEEE802.11 b/g/n wireless network, Bluetooth 4.1 (supporting general
mode and low power consumption mode); (6) video output: HDMI (supporting Rev
1.3 and 1.4), composite video terminal (supporting NTSC and PAL) and 3.5 mm audio
terminal; (7) USB: four groups of USB 2.0; (8) GPIO connection function: 40 pin 2.54 mm
terminal, providing 27 GPIO and +3.3 V, +5 V, GND, and other power terminals; (9) camera
connection function: 15 pin MIPI terminal (CSI-2); (10) display connection function: display
serial interface terminal (DSI); (11) card reader: micro SD card reader, supporting SDIO;
(12) operating system: boot with micro SD card, supporting Linux and Windows 10 IOT;
and (13) size: 85 mm × 56 mm × 17 mm. Its appearance is shown in Figure 14.
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3. Machine-Vision Image Processing
3.1. Image Preprocessing

The proposed drawing system mainly uses Python language and imports it into the
OpenCV computer vision function library to read the image source. It compiles it into
a visual window operation interface with the Tkinter graphical user interface function
library to simplify the process of operating and controlling the manipulator. Before the
robot begins to draw, the input image must be preprocessed to communicate through the
underlying communication protocol of the robot.

As shown in Figure 15, the image source can be a pre-existing file in the system or a
real-time image captured by the camera. Color images contain the pixel information of
three primary colors: red (R), green (G), and blue (B). Color images must first be converted
to grayscale to describe color brightness. Color pixels are converted to a gray-level value of
0–255. 0 represents black, and 255 is white. YIQ conversion is as follows: Y

I
Q

 =

 0.299 0.587 0.114
0.596 −0.275 −0.321
0.212 −0.528 0.311

 R
G
B

 (1)
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Brightness signal = 0.299× R + 0.587× G + 0.114× B,
Therefore, Y is the converted grayscale value and I, Q are color components.
Image binarization uses trial and error or the Otsu algorithm to obtain the image

threshold to distinguish whether each pixel belongs to black (0) or white (255). This helps
to reduce noise. The grayscale values are represented by pixel points f (x, y) combined
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with the image threshold k, as depicted in Figure 16. Binary operation is then performed to
generate a binary image output.

f (x, y) =
{

0, i f f (x, y) ≤ k
255, otherwise

(2)
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Therefore, f (x, y) = 0 indicates that the pixel value is black and f (x, y) = 255 indicates
that the pixel value is white.

Sobel edge detection is used to find the edges of the object in the binary image. Two
3 × 3 horizontal and vertical matrix convolution kernels (as shown in Figure 17) or Sobel
operators are established in advance. The edges of the image object are then obtained after
convolution of each pixel in the image, as shown in Figure 18. Convolution is as follows:

g =
[

G2
x + G2

y

] 1
2

= {[(z3 + 2z4 + z5)− (z1 + 2z8 + z7)]
2 + [(z7 + 2z6 + z5)− (z1 + 2z2 + z3)]

2}
1
2

(3)
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Horizontal gradient after application of horizontal edge filter:

Gx = (z3 + 2z4 + z5)− (z1 + 2z8 + z7) (4)
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Horizontal gradient after application of vertical edge filter:

Gy = (z7 + 2z6 + z5)− (z1 + 2z2 + z3) (5)

3.2. Edge-Point Sequential Arrangement

The purpose of the edge-point sequential arrangement is to arrange the pixel coordi-
nates of each object edge point in the image into a set array. This is carried out in order to
detect the adjacency and attributes between edge point pixels, ensuring that the edges of
an object are placed in the same set. During image detection, the image is scanned from
top to bottom and from left to right. A pixel content of “0” is defined as the background,
and the foreground is denoted as “1”. The scanning process involves object detection and
edge detection. The number of objects and the number of edge coordinates of each object
set are determined simultaneously. Here, the ith edge point coordinate contained in the
jth object can be defined as Pj

i = (xj
i , yj

i), where j = 1, · · · , m, indicating that m objects are
detected in the image. And i = 1, · · · , nj, indicating that the number of nj edge points in

the jth object. Therefore, the number of edge points contained in the image is
m
∑

j=1
nj. In the

scanning process, once the object is detected, edge detection begins. For this, we apply a
k-nearest-neighbor (k-NN) search and set k at 8, 16, and 24. Not every detected object will
feature a complete closed curve, and there may be discontinuous breakpoints. If we apply
only 8-NN, a complete curve cannot be obtained. Therefore, 16-NN and 24-NN expand
the search to increase the allowable range of adjacency and matching attributes. As long
as there are boundary points at adjacent positions, the algorithm will continue to search
until a closed curve appears. Then, the edge point coordinates are recorded in the set array
Vj. Figure 19 shows the 8-NN, 16-NN, and 24-NN search structures respectively. This
paper takes the reverse clock as the search direction, and the search order is represented by
numbers 1, 2, and 3.
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long as there are boundary points at adjacent positions, the algorithm will continue to 
search until a closed curve appears. Then, the edge point coordinates are recorded in the 
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This algorithm searches the whole image to obtain the edge coordinate data of all 
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Step 1: The operation procedure of the 8-NN search method is illustrated by the 
closed curve in Figure 20A, where the foreground pixels are denoted as “a”, “b”, “c” and 
so on. Start object detection from the first point in the image matrix. If an object is detected, 
proceed to Step 2. If a scanned pixel is background, no processing is performed. In this 
step, the 𝑗th scan to the foreground pixel is defined as the starting coordinate of the edge 
point of the 𝑗th object, expressed as 𝑃ଵ௝ and is recorded to the edge point set 𝑉௝. Referring 
to Figure 20A, where the first searched foreground coordinate is represented by a symbol 
“”. 

Figure 19. The 8-NN, 16-NN, and 24-NN search structures.

This algorithm searches the whole image to obtain the edge coordinate data of all
objects in the image. The detailed procedure of the algorithm is described in the following:

Step 1: The operation procedure of the 8-NN search method is illustrated by the closed
curve in Figure 20A, where the foreground pixels are denoted as “a”, “b”, “c” and so on.
Start object detection from the first point in the image matrix. If an object is detected,
proceed to Step 2. If a scanned pixel is background, no processing is performed. In this
step, the jth scan to the foreground pixel is defined as the starting coordinate of the edge
point of the jth object, expressed as Pj

1 and is recorded to the edge point set Vj. Referring
to Figure 20A, where the first searched foreground coordinate is represented by a symbol
“F”.



Machines 2021, 9, 302 12 of 20
Machines 2021, 9, x FOR PEER REVIEW 12 of 20 
 

 

1
2
3 4 5

6
78

abc defg

s

h i j k l m n o pqr abc defg

s

h i j k l m n o pqr a
b

c defg

s

h i j k l m n o pqr
1
23

4 5
6
786

3

abc d

(A) (B) (C)  
Figure 20. 8-NN search schematic diagram. 
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Step 5: In another extreme case, two breakpoints appear in the direction of the eight 
nearest neighbors of the benchmark, as shown in Figure 22A. At this time, not only 8-NN, 
but also the 16-NN search method is futile and cannot find the foreground pixel, see Fig-
ure 22B. If 16-NN returns no results, one should implement 24-NN. It can be found from 
Figure 22C that the foreground pixel “e” can be successfully searched by using 24-NN to 
solve the problem of two-layer breakpoints. Figure 22D illustrates that the next scan still 
adopts the 8-NN search with pixel E “e” as the reference point “”. 

Figure 20. 8-NN search schematic diagram.

Step 2: With edge point Pj
i , (i = 1) as the benchmark, perform 8-NN counterclockwise.

The search method is to judge whether there are foreground pixels at eight points around
“F” in the counterclockwise direction, as shown in Figure 20B. Once the foreground pixel
“b” is scanned, the i value is increased by 1, and the scanned edge point coordinates are
stored in the set Vj.

Step 3: This pixel “b” is now regarded as the reference point of the next 8-NN scan,
labeled as “F” and the previous pixel “a” is set to background “0”. Repeat step 2, continue
with the next scan, as shown in Figure 20C.

Step 4: If the 8-NN scan results in no detections, it may indicate a breakpoint, refer to
Figure 21A. In this case, the 8-NN search seems to be invalid since the foreground pixels
cannot be scanned, see Figure 21B. The 16-NN search method must be used to overcome
the problem of breakpoints on closed curves, see Figure 21C. However, 8-NN search is still
used for the next scan, and 16-NN search is used only when a breakpoint is encountered.
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Step 5: In another extreme case, two breakpoints appear in the direction of the eight 
nearest neighbors of the benchmark, as shown in Figure 22A. At this time, not only 8-NN, 
but also the 16-NN search method is futile and cannot find the foreground pixel, see Fig-
ure 22B. If 16-NN returns no results, one should implement 24-NN. It can be found from 
Figure 22C that the foreground pixel “e” can be successfully searched by using 24-NN to 
solve the problem of two-layer breakpoints. Figure 22D illustrates that the next scan still 
adopts the 8-NN search with pixel E “e” as the reference point “”. 

Figure 21. 16-NN search schematic diagram.

Step 5: In another extreme case, two breakpoints appear in the direction of the eight
nearest neighbors of the benchmark, as shown in Figure 22A. At this time, not only 8-NN, but
also the 16-NN search method is futile and cannot find the foreground pixel, see Figure 22B. If
16-NN returns no results, one should implement 24-NN. It can be found from Figure 22C that
the foreground pixel “e” can be successfully searched by using 24-NN to solve the problem of
two-layer breakpoints. Figure 22D illustrates that the next scan still adopts the 8-NN search
with pixel E “e” as the reference point “F”.

Step 6: Repeat Step 3. If the edge of the object is a closed curve, edge detection
is complete when boundary point coordinates Pj

i equal starting coordinates Pj
1; that is;

(xj
i , yj

i) = (xj
1, yj

1). If the edge of the object is not a closed curve, once all 24 of the nearest
neighbors are found to be background pixels, scanning is stopped.
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Step 6: Repeat Step 3. If the edge of the object is a closed curve, edge detection is 
complete when boundary point coordinates 𝑃௜௝  equal starting coordinates 𝑃ଵ௝ ; that is; (𝑥௜௝, 𝑦௜௝) = (𝑥ଵ௝, 𝑦ଵ௝). If the edge of the object is not a closed curve, once all 24 of the nearest 
neighbors are found to be background pixels, scanning is stopped.  
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the sequential arrangement of all edge points of all objects is complete. In this manner, we 
can find the number of objects in the image as well as the edge-point sequential coordi-
nates of each object. 
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edge-point coordinates in eight directions. When an edge point is detected in direction 3, 
the coordinates of this pixel are stored in the edge point set of the object. This pixel is then 
regarded as the reference point of the next 8-NN scan, and the initial pixel “” is set as 
background data. When none of the eight nearest neighbors are foreground pixels, 16-NN 
is implemented. An edge point is then detected in the fifth neighbor, see Figure 21C. These 
coordinates are then stored in the edge point set of the object, and this pixel is regarded 
as the reference point of the next scan. The previous benchmark indicated by the orange 
edge point in Figure 21D is then considered background. When the 16-NN scan does not 
detect any foreground pixels, 24-NN is used to detect edge points. In Figure 22C, an edge 
point is detected at the seventh pixel. This is stored in the edge point set of the object. Pixel 
“e” is regarded as the reference point of the next scan, see Figure 22D. 

3.3. Segmented B-Spline Curve 
The spline curve has curve characteristics such as local control (Figure 23), convex 
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of the curve will be different due to different node vectors.  

Figure 22. 24-NN search schematic diagram.

Step 7: Subtle noise exists in most images; therefore, a threshold value for the number
of object edges is defined: Tb. If the number of edge pixels owned by an object nj is below
the threshold, i.e., nj < Tb, then treat object j as noise. That is, delete object j and its edge
point records. Repeat Step 1 until all pixels in the image information are scanned; that is,
the sequential arrangement of all edge points of all objects is complete. In this manner, we
can find the number of objects in the image as well as the edge-point sequential coordinates
of each object.

Let us consider the example presented in Figure 20B. The algorithm searches for
edge-point coordinates in eight directions. When an edge point is detected in direction 3,
the coordinates of this pixel are stored in the edge point set of the object. This pixel is then
regarded as the reference point of the next 8-NN scan, and the initial pixel “F” is set as
background data. When none of the eight nearest neighbors are foreground pixels, 16-NN
is implemented. An edge point is then detected in the fifth neighbor, see Figure 21C. These
coordinates are then stored in the edge point set of the object, and this pixel is regarded as
the reference point of the next scan. The previous benchmark indicated by the orange edge
point in Figure 21D is then considered background. When the 16-NN scan does not detect
any foreground pixels, 24-NN is used to detect edge points. In Figure 22C, an edge point is
detected at the seventh pixel. This is stored in the edge point set of the object. Pixel “e” is
regarded as the reference point of the next scan, see Figure 22D.

3.3. Segmented B-Spline Curve

The spline curve has curve characteristics such as local control (Figure 23), convex
hull property (Figure 24), partition of unity (Figure 25), and differentiability.
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The B-Spline base function can be defined by recursive deBoor-Cox equations:

Bi,k(u) =
u− ui

ui+k − ui
Bi,k−1(u) +

ui+k+1 − u
ui+k+1 − ui+1

Bi+1,k−1(u), (6)

Bi,0 =

{
1 i f ui ≤ ui+1
0 otherwise

, and de f ine
0
0
= 0. (7)

.
The B-polynomial of the spline curve is defined as follows:

S(u) =
n

∑
i=0

Bi,k(u)Pi (8)

where node vector U = {u0, u1, . . . , un+k+1}. The selection method is significantly related
to the shape described by the spline curve. If the curve has the same control points, the
shape of the curve will be different due to different node vectors.

Based on the above four characteristics, the element takes a uniform and open node
vector, and the adjacent nodes are equidistant and have two ends. Tsai [32] suggested
gradually disassembling the recursive formula into a combination of zero-order base
functions. We then solve the corresponding coefficients to deduce Equation (9), which
represents a matrix piecewise spline curve. This replaces the recursive expression of
traditional deBoor equations [33,34]. k = 3 For example, where Sj(t) represents the second
j Paragraph (j = 0, 1, . . . , m). Each control point Pj, Pj+1, Pj+2, Pj+3 determines the
shape of the curve, which is constructed by the third-order spline base function, the segment
curve is shown in Figure 26. This base function has the smoothing characteristic of cubic
differentiability, which is convenient for the trajectory design of constraint optimization.
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The constructed spline curve becomes an input source of the drawing system, while the
curve trajectory is fed back to the Dobot to test the drawing function of the manipulator.

sj(t) =
[

Pj Pj+1 Pj+2 Pj+3
]
− 1

6
1
2 − 1

2
1
6

1
2 −1 0 2

3
− 1

2
1
2

1
2

1
6

1
6 0 0 0




t3

t2

t1

t0

 (9)
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through the robot control key and image processing display area. Based on the user inter-
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4. Experimental Results

To verify the feasibility of the proposed system, we performed functional tests with
the proposed algorithms for edge-point sequential arrangement and piecewise spline curve
representation. Figure 27 shows the module kit and measured environment loaded in
the system.

Machines 2021, 9, x FOR PEER REVIEW 15 of 20 
 

 

 
Figure 26. B-spline segment curve. 

4. Experimental Results 
To verify the feasibility of the proposed system, we performed functional tests with 

the proposed algorithms for edge-point sequential arrangement and piecewise spline 
curve representation. Figure 27 shows the module kit and measured environment loaded 
in the system. 

Users Graphical 
Interface 
Module

Draw ing System 
Control Interface

 Image 
Processing 

Module

 Numerical 
Processing 

Module

 System 
Processing 

Module

Underlying 
protocol

Based on Python

Tkinter OpenCV Numpy

sys/OS

Dobot 
Communication 

Ptotocol

 Serial 
Communication 

Module
pySerial Time

 Time 
Processing 

Module

 
Figure 27. Loading of module kit and measured environment. 

4.1. Graphical Window Interface 
We imported the Tkinter GUI function library into the Python environment to write 

the graphical window interface. Image processing includes gray-scale processing, adjust-
ing binarization thresholds, and edge detection. The results of image preprocessing can 
be seen in the image processing window. The function of robot drawing is designed 
through the robot control key and image processing display area. Based on the user inter-
face written by Tkinter, the environment comprises the following five working blocks 
shown in Figure 28: (1) original image display area, (2) preprocessing display area, (3) 
function setting area, (4) edge-point sequence arrangement, and (5) robot moving coordi-
nates. 
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4.1. Graphical Window Interface

We imported the Tkinter GUI function library into the Python environment to write
the graphical window interface. Image processing includes gray-scale processing, adjusting
binarization thresholds, and edge detection. The results of image preprocessing can be seen
in the image processing window. The function of robot drawing is designed through the
robot control key and image processing display area. Based on the user interface written by
Tkinter, the environment comprises the following five working blocks shown in Figure 28:
(1) original image display area, (2) preprocessing display area, (3) function setting area,
(4) edge-point sequence arrangement, and (5) robot moving coordinates.



Machines 2021, 9, 302 16 of 20
Machines 2021, 9, x FOR PEER REVIEW 16 of 20 
 

 

Read File Camera ON

Gray Sobel

OTSU TH Brightness

OTSU Threshold

Brightness Adj

Binary

8-NN 16-NN

Erosion

8-shapeCycloid

InvBinary

Size : W846   H832 Size : W846   H832 
Horizontal

Vertical

X+

X- Y-

Y+

Z-

Z+
Connecting Dobot Drawing...

Drawing
Position

X 
F(+) B(-)

Y 
R(+) L(-)

Z 
U(+) D(-) Position Coordinate 

X:0.0 Y;0.0 Z:0.0 Exit

 
Figure 28. Graphical window interface 
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In addition, as shown in Figure 29, the coordinate system of the image is usually differ-
ent from the coordinate system defined by the manipulator. It is assumed that for an image(
Cx, Cy

)
, the coordinate axis is (gx, gy). The drawing range of the manipulator is limited

to (4px, 4py) = (125 mm, 230 mm), which means its coordinate axis is (px, py). We
define the starting point of the manipulator as X. The X-axis coordinate is then o f f setX, the
starting Y-axis coordinate is o f f setY, and the image coordinates are expressed as follows:

px = ∆px
Cy

gy + 180 + o f f setX,

py = ∆py
Cx

gx− 115 + o f f setY
(10)
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4.2. Mechanical Drawing of Edge-Point Sequential Arrangement

After the image source is obtained, the number of closed sections in the film and
the number of pixels in each closed section are obtained through image preprocessing
and edge-point sequential arrangement. As shown in Figure 30, the image of Pikachu
features 187 edge point sets obtained through an 8-NN search. Therefore, the robot arm
must make 187 strokes to complete the image of Pikachu. For a 24-NN search, 56 edge
point sets are obtained. For all k, 2758 pixels are searched. Once the system determines
the closed curve and edge point coordinates, it encodes them into batch data according
to the communication protocol formulated by the Dobot Magician. The pyserial module
carries out serial communication through the USB interface to control the Dobot Magician.
Figure 31 depicts the process of drawing Pikachu.
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4.3. Drawing of B-Spline Curve Manipulator

According to Equation (9), the following two groups of control point coordinates are
input: {(−10,10), (−5.135,12.194), (−1.1486,16.7401), (0,20), (2.1943,15.1351), (6.7491,11.1486),
(10,10), (5.135,7.8057), (1.1486,3.2599), (0,0), (−2.1943,4.8650), (−6.7401,8.8514), (−10,10)} and
{(−10,0), (−5,5), (0,0), (5,−5), (10,0), (5,5), (0,0), (−5,−5), (−10,0)}. Python then generates a
group of four pointed cycloids and a group of eight-shaped spline curves. Figures 32–34
show the results of the two groups of curves drawn by the manipulator.
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5. Conclusions and Directions for Future Research

In this paper, the Dobot Magician andf Raspberry Pi development platform are used to
integrate image processing and robot-arm drawing. Since the image format is scanned from
left to right and from top to bottom, the drawing manipulator cannot draw continuously.
Our main contribution is an algorithm for edge-point sequential arrangement, which
not only searches the closed curves in the drawn image but also arranges the edge pixel
coordinates of each closed curve in order and places them in a set. This means that the
pixels in the set are arranged in a direction counterclockwise to the closed curve. The
number of closed curves is equal to the number of strokes drawn by the manipulator,
which means that fewer closed curves reduce the complexity of the task. Thus, this
paper proposes applying not only 8-NN but also 16- and 24-NN. Through the Raspberry
Python platform, the drawing path points are converted into drawing coordinates for
the robot arm. Experimental results show that 24-NN effectively reduces the number of
closed curves and thus the number of strokes drawn by the manipulator. After forming a
quadrupole cycloid and an eight-shaped closed spline curve through the divided B-spline
curve algorithm, it establishes a group of array coordinate data for mechanical-drawing
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simulation, verification, and comparison. The image processing of machine vision is closely
related to the drawing effect of the manipulator. The effect of binarization can be adjusted
using the threshold; however, edge detection is achieved by convoluting the horizontal and
vertical edge filters. This effect depends entirely on the 3 × 3 arithmetic core. Directions
for future research include improving the Sobel edge detection algorithm and using the
proposed system with other end tools, such as laser engraving or 3D printing.
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