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Supplement Table S1. Features for the machine learning EMG classification. 

# Feature Equation Reference 

1 Mean Absolute Value 𝑥̅ =
∑ 𝑥𝑖

𝑁
𝑖=0

𝑁
 Hudgins et al. [27] 

2 Variance 𝑣𝑎𝑟 =
∑ (𝑥𝑖 − 𝑥̅)2𝑁

𝑖=1

𝑁
 Phinyomark et al. [28]  

3 Zero Crossings zc = ∑[𝑠𝑔𝑛(𝑥𝑖 × 𝑥𝑖+1)]

𝑁−1

𝑖=1

 [29] 

4 Root Mean Square RMS = √
1

𝑁
∑ 𝑥𝑖

2

𝑁

𝑖=0

 Phinyomark et al. [28]  

5 Wave Form Length 𝑤𝑙 = ∑|𝑥𝑖+1 − 𝑥𝑖|

𝑁−1

𝑖=0

 Phinyomark et al. [28]  

6 Cardinality 𝑐 = 𝑐𝑎𝑟𝑑(𝑥⃗) Ortiz-Catalan [30] 

7 Mean Teager–Kaiser Operator 
𝑡𝑘⃗⃗ ⃗⃗ = {

𝑥𝑖 ,   𝑖𝑓 𝑖 = 0 𝑜𝑟 𝑁                        

𝑥𝑖
2 − (𝑥𝑖+1 × 𝑥𝑖−1), 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

𝑡𝑘 =
∑ 𝑡𝑘𝑖

𝑁
𝑖=0

𝑁
 

Li and Aruin [31] 

8 Entropy 𝐻𝑆ℎ = − ∑ 𝑝𝑖(𝑥⃗)

16

𝑖=1

log 𝑝𝑖 (𝑥⃗) Shannon [32] 

9 Modified Mean Frequency 𝑚𝑚𝑛𝑓 =
∑ 𝑓𝑗𝐴𝑗

𝑀
𝑗=1

∑ 𝐴𝑗
𝑀
𝑗=1

 Phinyomark et al. [28]  

10 Mean Frequency 𝑚𝑛𝑓 =
∑ 𝑓𝑗𝑃𝑗

𝑀
𝑗=1

∑ 𝑃𝑗
𝑀
𝑗=1

 Phinyomark et al. [28]  

11 Feature Normalization 𝐹𝑖,𝑛𝑜𝑟𝑚 =
𝐹𝑖 − 𝐹

𝑠𝑡𝑑(𝐹⃗)
 Géron et al. [25] 

List of the calculated features: 𝑥⃗... EMG vector of one window, 𝑥𝑖... i-th sample 

from 𝑥⃗, 𝑁... number of samples in 𝑥⃗, 𝑝𝑖 (𝑥⃗)... magnitude of the i-th bin when 𝑥⃗ 

is transformed into a 16-bin histogram based on the amplitude, 𝑓𝑗 ... j-th 

frequency in the spectrum, 𝑀... number of discrete frequencies in the spectrum, 

𝐴𝑗 ...amplitude of the frequency spectrum at 𝑓𝑗 , 𝑃𝑗 ... amplitude of the power 

spectrum at 𝑓𝑗 , 𝐹⃗… feature vector, 𝐹𝑖… i-th sample of 𝐹⃗, 𝐹𝑖,𝑛𝑜𝑟𝑚… normalized 

sample of 𝐹⃗, and 𝑠𝑡𝑑(𝐹⃗)… standard deviation of 𝐹⃗. 

 


