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Abstract: Skin cancer is a prevalent type of malignancy on a global scale, and the early and accurate
diagnosis of this condition is of utmost importance for the survival of patients. The clinical assessment
of cutaneous lesions is a crucial aspect of medical practice, although it encounters several obstacles,
such as prolonged waiting time and misinterpretation. The intricate nature of skin lesions, coupled
with variations in appearance and texture, presents substantial barriers to accurate classification. As
such, skilled clinicians often struggle to differentiate benign moles from early malignant tumors in
skin images. Although deep learning-based approaches such as convolution neural networks have
made significant improvements, their stability and generalization continue to experience difficulties,
and their performance in accurately delineating lesion borders, capturing refined spatial connections
among features, and using contextual information for classification is suboptimal. To address these
limitations, we propose a novel approach for skin lesion classification that combines snake models of
active contour (AC) segmentation, ResNet50 for feature extraction, and a capsule network with a
fusion of lightweight attention mechanisms to attain the different feature channels and spatial regions
within feature maps, enhance the feature discrimination, and improve accuracy. We employed the
stochastic gradient descent (SGD) optimization algorithm to optimize the model’s parameters. The
proposed model is implemented on publicly available datasets, namely, HAM10000 and ISIC 2020.
The experimental results showed that the proposed model achieved an accuracy of 98% and AUC-
ROC of 97.3%, showcasing substantial potential in terms of effective model generalization compared
to existing state-of-the-art (SOTA) approaches. These results highlight the potential for our approach
to reshape automated dermatological diagnosis and provide a helpful tool for medical practitioners.

Keywords: attention mechanism; capsule network; classification; dynamic routing; segmentation;
skin cancer

1. Introduction

The epidermis, the outermost layer of skin, is where malignant cells grow and multiply
uncontrollably and abnormally to create skin cancer. The leading cause of skin cancer is
prolonged direct exposure to ultraviolet sun rays, which causes melanin, a pigment, to be
produced in the top layer of the skin [1]. Moreover, a fair complexion, sunburn, a family
history of the disease, and a weakened immune system are risk factors that might lead
to the development of skin cancer [2,3]. Skin cancer can take various forms, including
squamous cell carcinoma, basal cell carcinoma, and melanoma [4], with melanoma being
the most severe type in comparison. Melanoma is a less frequent but more dangerous type
of skin cancer and can invade surrounding tissue and cause disfigurement or even death if
left untreated at an early stage.

The most prevalent form of cancer in the world is skin cancer. According to the World
Health Organization (WHO), in 2020, a total of 1.5 million cases of skin malignancies were
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detected worldwide, with an accompanying report of over 120,000 fatalities attributed to
skin cancer [5]. It is becoming more common in many parts of the world and is now one of
the top 10 cancers worldwide. In South Africa, skin cancer is a significant public health
concern and has one of the highest incidence rates [6]. According to the South African Skin
Cancer Foundation, skin cancer affects up to 80% of newly diagnosed cancer cases in South
Africa. It affects one in three people throughout their lifetimes [6]. In South Africa, the
prevalence of skin cancer is high for several reasons, including the country’s location in
the Southern Hemisphere, where there is higher UV exposure, and the large population of
fair-skinned individuals of European descent [7]. Other risk factors for skin cancer in South
Africa include exposure to sunlight, outdoor occupations, and a lack of sun protection,
such as using hats and sunscreen. To address the growing burden of skin cancer in South
Africa, public health officials and health organizations have launched several initiatives to
increase awareness of the disease and promote sun safety measures [8].

Clinical diagnosis accuracy for skin lesions in typical clinical settings depends on
clinician experience and training. Dermatologists and other health-care professionals have
accuracy rates of 60% to 90% for skin cancer identification, with better rates for more
experienced practitioners [9–11]. Even skilled clinicians can misdiagnose or postpone
diagnosis, resulting in poor patient outcomes. Lesions that look like benign skin lesions
might make melanoma challenging to diagnose. Asymmetry, border, color, diameter, and
evolution (ABCDE) criteria, biopsy, and histological investigation are used by most derma-
tologists [12–17]. Manual visualization and segmentation for pattern analysis make these
methods time-consuming, expensive, and inaccurate [18]. Photo or visual examination
cannot distinguish malignant from benign lesions. Skin biopsy is limited by its invasiveness,
pain, and requirement for additional samples in suspected lesions by various procedures.
Non-invasive instruments aid clinical diagnosis [19,20]. Non-invasive dermoscopy pro-
cedures collect crucial or irregular skin lesion features, remove reflection, and improve
visual impression. Automatically detecting skin lesions may be complex due to artifacts,
low contrast, skin tone, hairs, veins, and other visual characteristics like melanoma and
non-melanoma [21,22]. Thus, computer-assisted methods that consider pigment networks,
streaks, spots, globules, and different skin patterns are needed to help doctors diagnose
accurately and quickly [23].

Motivation and Objectives

In recent years, deep learning-based systems have achieved tremendous popularity in
medical imaging and classification. Computer-assisted diagnostics improve skin cancer
diagnosis by objectively and quantitatively studying skin anomalies [24]. This can help
physicians make better decisions, eliminate misdiagnosis and delay, enhance patient out-
comes, increase efficiency, and lower costs. Deep learning algorithms have been proven to
identify skin cancer with 90% accuracy, equivalent to or better than human doctors [25]. For
years, convolutional neural networks (CNNs) have dominated medical image classification
and diagnoses. Their capacity to extract and analyze complex image patterns make them
ideal for disease detection, anomaly identification, and tissue classification.

However, CNNs have some limitations, such as not being able to represent spatial
relationships between the features, sensitivity to noises [26,27] and limitations in gener-
alizing to new data due to downsampling layers of CNN pooling layers, leading to data
loss [28–30]. In addition, spatial information, and instantiation parameters (such as the
position of low-level features to one another, deformation, and texture information) are not
transferable in convolutional neural networks [30]. Thus, the above restrictions result in
five major problems:

• Low Contrast: Low-contrast skin lesions affect lesion localization accuracy. Some
existing technologies may occasionally fail to generate exact, clear edges between
various regions in the images during segmentation. Some authors have failed to
address the preprocessing method, which might lead to image inaccuracy [25].
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• Variations: Variations in lesion shape and texture can lead to incorrect region segmen-
tation, which then leads to the extraction of irrelevant features [26].

• Feature Extraction: Failure to incorporate crucial spatial relationships among charac-
teristics such as incorrect region features, healthy region features, and extra features
that are necessary for the classification purpose [27].

• Time-Consuming: Certain classification techniques may require a substantial amount
of annotated data to operate optimally, which can be costly and time-consuming,
especially for less frequent or specialized forms of skin cancer [28].

• Lack of Interpretability: Understanding decisions and how to interpret the retrieved
features is not always easy. Because there are more extracted features than previous
efforts, the final prediction is more challenging.

Skin lesions are incredibly challenging to classify appropriately because of their simi-
larities in size, color, and overall appearance. To address the first problem, the authors used
data augmentation and normalization techniques to capture low-contrast skin lesions by
eliminating air bubbles, noise, and artifacts [30]. Segmentation is crucial for an accurate
analysis of targeted regions, especially when identifying small abnormalities or lesions.
Therefore, active contour segmentation in a snake model has been proposed to effectively
segment the region of interest and image borders [31]. Active contours are flexible curves
that can deform and adapt to the local features of an image and are especially efficient at
capturing and enhancing boundaries based on local image properties. Although CNNs
are effective at extracting features directly from intensity values, active contours have the
ability to utilize additional information, such as gradient information, to detect edges and
boundaries. This can be useful in cases where lesions exhibit subtle variations that are
not easily captured by intensity alone. The pre-trained model ResNet50 has also been
employed to extract the most relevant features from the image and address the overfitting
problem [32]. These approaches have been proposed as potential solutions to address the
second problem. Lastly, to address the third problem, we proposed a dynamic routing
model known as capsule neural networks (CapsNets) by fusing channel and spatial at-
tention mechanisms [33] to highlight the informative regions and improve the accuracy,
generalization ability and interpretability of the model for skin lesion recognition and
detection. The routing mechanism of the network suppresses the noise and focuses on the
most relevant features of the image. Capsule networks can comprehensively record image
features, positions, channels, and spatial relationships through neuron “packaging” [34].
Therefore, capsules can identify specific patterns and mitigate the network’s reliance on
extensive datasets [34], effectively improving the model’s capacity to address a broader
spectrum of pathological assessment demands [35].

The main contribution to this research area is as follows.

• Developing and implement an active contour segmentation technique for accurately
localizing skin lesions within images and applying the ResNet50 pre-trained network
to extract essential and relevant features of interest from images.

• Proposing a novel approach by integrating a capsule network architecture fused with
the convolutional block attention module (CBAM), which includes dynamic routing
and layer-based squashing for feature extraction and classification of segmented skin
lesions. Stochastic gradient descent (SGD), a gradient-based optimization technique,
is used to optimize the model parameters.

• Evaluating the novel approach on a diverse dataset of skin lesion images and compar-
ing its performance against traditional methods and state-of-the-art techniques.

The rest of the article is organized as follows. Section 2 discusses related work;
Section 3 describes the proposed research technique, including the protocol, algorithm,
mathematical representations, and pseudocode; the proposed method is compared with
existing approaches to offer simulated results in Section 4; and finally, the conclusion and
future work is presented in Section 5.
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2. Related Work

With the rising prevalence of skin malignancies, a growing population, and a lack of
competent clinical experience and resources, there is a high demand for AI image diagnosis
to assist physicians in medicine. Extensive research has been conducted on automated
skin cancer diagnosis [36]. Most skin lesion diagnostic studies followed the standard
machine learning method, including preprocessing, segmentation, feature extraction and
selection, and classification [32]. Researchers have developed computer-aided diagnosis
approaches based on deep learning techniques that differentiate between malignant and
benign skin lesions using several image modalities, including histopathology, confocal,
clinical follow-up, dermoscopy, and expert consensus [32,36,37]. Deep learning algorithms
have demonstrated notable achievements in the field of medical imaging, particularly in the
realm of skin cancer detection [38]. Traditional automated skin cancer diagnostic method-
ologies typically involve two primary components: developing handmade features and
utilizing machine learning classifiers for classification [39]. A computer-aided design (CAD)
system encompasses several crucial stages, including preprocessing initial dermoscopy
images, lesion detection by segmentation approaches, extraction of handcrafted features,
selection of features, and classification using machine learning classifiers [39].

Due to its excellent feature extraction, researchers use a convolutional neural network
(CNN) for skin cancer detection [39]. However, convolutional neural networks (CNNs)
require a lot of training data to recognize images with rotational invariance or other transfor-
mations accurately and record spatial relationships between features [40]. Reinforcement
learning and pre-trained models were used to solve CNN restrictions [41,42]. The ap-
proaches failed to improve, leading to capsule networks (Caps Nets) [43]. This technique
improved model accuracy to a greater extent than CNN [44]. The authors of [45] used
“faster region-oriented convolutional neural networks (RCNNs) and fuzzy k-means cluster
(FKM)” to detect cutaneous melanoma. After refining dataset photos to improve visual
information and remove noise and illumination, the faster RCNN constructs a feature
vector of a predefined length. FKM breaks the image into different-sized and boundary
fragments. FKM cannot always accurately define skin lesion image borders. The Faster
R-CNN model may overfit if the training dataset is too small or the model is not correctly
regularized. The proposed skin cancer detection method separates benign, malignant, and
typical carcinoma [46]. After feature extraction, segmentation, and classification, fuzzy
C-means clustering image segments is advised. LVP and LBP extract features from seg-
mented images. The fuzzy classifier identifies images using LVP + LBP recovered features.
The enhanced “rider optimization algorithm (ROA)” “distance-oriented ROA” is used best
to find fuzzy classifier membership function boundaries in this work. FCM performance
may decrease with complex or textured graphics. It may not converge or be locked in local
minima. It can be challenging to predict the number of clusters in advance.

To classify dermoscopy images with benign or malignant lesions, [47] offered two
new hybrid CNN representations through an SVM categorizer at the output layer. The
SVM classifier classifies the first and second CNN representations’ concatenated charac-
teristics. The framework’s performance is compared to dermatology labeling. This model
outperformed the latest CNN representations on the public ISBI 2016 dataset. A DNN
with optimized training and dermoscopy image learning may identify skin cancer [48].
Combining many dermoscopy datasets provides a solid foundation for DL representation
training. The recommended framework trains faster on a small dataset utilizing transfer
learning and fine-tuning. Data augmentation improves method performance. A total of
58,032 fine-tuned dermoscopy images were used in this education. The highlighted metrics
suggest that the DNN network using customized EfficientNetV2-M outperforms recent
deep learning-based multiclass classification representations. The deep neural network
(DNN) architecture classifies lesions as benign or malignant. Labeled skin lesions in the
data set are categorized using these binary classes. Due to several circumstances, including
imaging equipment, illumination, and patient movements, medical images, especially
dermoscopy images of skin lesions, can be influenced by noise. Identifying and assessing
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the lesion adequately might be challenging because noise can hide crucial features and
produce artifacts.

In recent years, a deep neural network system used transfer learning to extract fea-
tures from dermoscopy images and a classifier layer to predict class labels. Study [49]
recommends DL for exact lesion extraction. Image quality is improved by “enhanced
super-resolution generative adversarial networks (ESRGANs)”. ROI is identified from the
complete image after segmentation. For image evaluation, CNNs and modified Resnet-50
models classify skin lesions. Seven skin cancer types from the HAM10000 dataset were
randomly selected for this study. The recommended CNN-based technique outperformed
the preceding analysis with 0.86 accuracy, 0.84 precision, 0.86 recall, and 0.86 F-score. Im-
age processing and ML synthetically diagnose skin cancer [50]. Graphic low-resolution
images are employed to recreate high-resolution images or sequences. CNN representation
precision improved with deep learning image super-resolution. CNN’s decision-making
and learned qualities are challenging to understand. Many retrieved features make the
final prediction harder. CNN training requires a lot of labeled data, especially for high
accuracy and generalization, which is time-consuming.

The ISR package and DLNs, like ResNet, VGG16, and InceptionV3, can improve
low-quality images for computer-assisted skin cancer detection. Skin cancer features like
border, color, symmetry, diameter, texture, size, and form can be analyzed using neural
networks. These features are used to classify healthy and cancerous skin using image-based
data. The authors of [51] propose “teaching–learning-based optimization (TLBO)” and the
upgraded extreme learning machine (ELM) algorithm for flexible melanoma diagnosis.
ELM is a quick, accurate feed-forward neural network with one hidden layer, and TLBO
optimizes system settings for optimal visual output. Combining these methods may
improve melanoma detection by classifying skin lesions as benign or malignant [51].

Study [52] proposed an intelligible CNN-based stacked ensemble framework for initial
melanoma skin cancer detection. The stacking collaborative structure employs the transfer
learning concept to combine many CNN sub-methods that achieve the same categorization
task. The last forecasts are generated by a novel kind called a meta-learner, which uses all
of the sub-model predictions. The representation is assessed using benign and malignant
melanoma images from an open-access dataset. Using an explainable technique, proficient
adaptive clarifications generate heat maps that emphasize the areas within melanoma im-
ages exhibiting the highest degree of infection manifestation. Dermatologists can, therefore,
understandably interpret the model’s decision.

A new deep transfer learning standard for MobileNetV2 melanoma classification is
proposed [53]. MobileNetV2, a deep CNN, diagnoses skin lesions as benign or malignant.
ISIC 2020 assesses the presentation of deep learning standards. Class imbalance arises
when 2% or less of dataset samples are certain. Augmenting data with random elements
reduces session inequality. Studies in [54] show that deep learning outperforms cutting-
edge DL algorithms’ accuracy and computing power. The proposed system [54] combines
robotic “DL with a class attention layer-oriented skin lesion detection and classification
(DLCAL_SLDC)” to identify and classify skin lesions. The DLCAL-SLDC technique clas-
sifies skin tumors using dermoscopy. A dull razor removes hair; a typical average filter
removes noise in image preparation procedures. Dermoscopy images are segmented using
Tsallis entropy to locate suspicious lesions. Capsule network, computer aided diagno-
sis, and an Adagrad optimizer use DLCAL-oriented feature extractors to extract features
from segmented lesions. CAL is constructed to link CapsNets for processing and capture
class-specific properties for dependency reporting. SSO-based CSAEs are classified last.
DLCAL-SLDC is tested on a benchmark ISIC dataset. An imbalanced dataset in this work
introduces a novel DL-based skin cancer detector [54].

The author of [55] employed RegNetY-320 deep learning models for skin cancer
classification. Data augmentation was used to rectify the data imbalance to equalize the
distribution of skin cancer classifications. Skin Cancer MNIST: HAM10000 has seven more
skin lesions. RegNetY-320, InceptionV3, and AlexNet are deep learning-based skin cancer
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classifiers. Hyperparameters were varied in numerous combinations to adapt the suggested
structure. RegNetY-320 outperformed InceptionV3 and AlexNet in accuracy, F1 score, and
the receiver-operating characteristic (ROC) curve compared to the imbalanced and balanced
datasets. The proposed structure outperformed more conservative techniques. They may
help diagnose illnesses early, minimize unnecessary biopsies, save lives, and lower medical
costs for patients, skin specialists, and doctors.

FixCaps enhanced dermoscopy image categorization in [56]. FixCaps uses a huge
in-height presentation kernel, 31 × 31, at the lowest convolution layer instead of the more
common 9 × 9. This may give FixCaps more views than CapsNets. Convolution and
pooling lose three-dimensional data when the convolutional block attention segment is
added. Collection convolution was used to avoid capsule layer underfitting. The system can
reduce calculations and enhance detection accuracy compared to other methods. According
to the investigational results, FixCaps had a higher accuracy rate than IRv2-SA, which had
96.49% on the HAM10000 dataset. The study aims to determine how the ability of DL
models to generate large data networks affects pharmaceutical manufacturing [57].

The researchers discovered that image determination does not diminish sensitivity,
specificity, or accuracy when other features are present. Study [58] focuses on how DL-
driven recordkeeping systems help doctors discover skin cancer early and how machinery
helps doctors provide quality care. While different and effective augmentation approaches
are used, training images improve CNN design accuracy, sensitivity, and specificity. This
study proposes extracting and learning essential photo demos using MobileNetV3 design
to improve skin cancer detection [58]. Next, the features are used to modify the “hunger
games search (HGS) oriented on particle swarm optimization (PSO) and dynamic-opposite
learning (DOLHGS).” This adaptation uses a novel feature selection method to determine
the most crucial element to improve the image’s presentation. PH2 and ISIC-2016, two-
and three-classification datasets, were used to evaluate the DOLHGS’s effectiveness. The
suggested technique achieves 88.19% accuracy on ISIC-2016 and 96.43% on PH2. According
to the testing, the proposed method surpassed other popular algorithms in classification
accuracy and ideal skin cancer analysis features.

Paper [59] addresses possible drawbacks and issues with systems for detecting and
classifying skin cancer and ML-based implementations. Additionally, they studied five
dermatology-related fields using deep learning: skin disorder measurement using smart-
phones and personal monitoring systems, dermatopathology visual classification of ma-
lignancy, and clinical image categorization. By better understanding machine learning
and its many applications, dermatologists will be better equipped to identify potential
challenges. This study looked at profound learning studies on skin cancer diagnosis to
evaluate alternative approaches. This study also laid the foundations for developing an
application for diagnosing skin cancer, and it primarily addresses two problems: deep
learning-based skin lesion tracking and image segmentation.

This research [60] suggests a DL-oriented skin cancer categorization network
(DSCC_Net) oriented on convolutional neural networks and using three widely acces-
sible standard datasets (ISIC 2020, HAM10000, and DermIS). The suggested DSCC_Net is
typically connected to six baseline deep networks for skin cancer classification: ResNet-152,
Vgg-16, Vgg-19, Inception-V3, EfficientNet-B0, and MobileNet. To correct the minority
classifications in this dataset, they employed SMOTE Tomek. Their DSCC_Net model
beats baseline techniques, helping dermatologists and health-care practitioners identify
skin cancer. The purpose of study [61] was to (i) address a common class imbalance issue
brought about by the fact that persons with skin cancer tend to be smaller than people in
good physical shape, (ii) analyze typical production to identify better decision-making,
and (iii) create an Android application for a comprehensive intelligent health-care plan
to produce reliable deep-learning prediction models. The suggested DL approach was
assessed for generalization ability and classification accuracy in association with six popu-
lar classifiers. Using an updated CNN and the HAM10000 dataset, this research detected
seven cases of skin cancer. A skin lesion classification system utilizing explainable artificial
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intelligence (XAI) was created, and the outcomes were explained using Grad-CAM and
Grad-CAM++ techniques. This method aids in physicians’ early skin cancer diagnosis with
82% classification accuracy and 0.47% loss accuracy. This work carefully categorized skin
cancer using a two-tier approach [62].

Data augmentation approaches were employed early in the framework to improve
image models for practical training. Based on the encouraging results of medical image
processing obtained from a medical vision transformer (MVT), they built an MVT-based
classification typically utilized for SC in the second layer of the design. The input image
is divided by this MVT into many segments, which are then sent to the transformer in
a sequentially similar term embedding. The input image is finally classified using the
multilayer perceptron. Through tests on the HAM10000 datasets, they discovered that
the MVT-based approach outperforms the most recent methods for classifying skin cancer.
Deep learning algorithms can recognize melanoma from dermoscopy images [63]. Fuzzy
GrabCut-stacked convolutional neural networks (GC-SCNNs) were employed for the imag-
ing experiment. Several publicly available datasets were utilized to extract image features
and classify lesions. The recommended model was shown to detect and classify lesion
segments more quickly and accurately compared to the performance of current approaches.

A novel and trustworthy feature fusion model for skin cancer identification was pro-
posed [64]. First, the images are cleaned of noise using a Gaussian filter (GF). While LBP
was utilized for manual extraction, Inception V3 performed automatic feature extraction.
The learning rate was controlled using an Adam optimizer. Malignant and benign skin
cancers were categorized using an LSTM network based on fused features. Their system
integrated techniques from DL and ML. For skin lesions on Kaggle, they used the DermIS
dataset, which has 1000 images, 500 of which are benign and 500 of which are malignant.
They tested their feature-fusion approach against DL- and segmentation-based techniques.
After cross-validating their model using a thousand Global Skin Image Collection im-
ages, they achieved a detection accuracy of 98.4%. Their method works better than other
approaches and yields noteworthy outcomes. Table 1 presents the research gaps in the
literature reviewed.

Table 1. Summary of literature review.

Ref. Objective Methods/Techniques Research Gap

[45]
Deep learning-based skin cancer

detection using dermoscopy
images.

Deep neural network
algorithms such as faster

R-CNN and fuzzy k-means
clustering (FKM)

When employing FKM, the boundaries between
distinct areas in the skin lesion images cannot

always be clear and precise.

[46]

Techniques for detecting skin
cancer that categorize the

disease as benign, malignant, or
normal.

Fuzzy C-means clustering
(FCM), rider optimization

algorithm (ROA)

FCM clustering faces challenges in complex or
textured images, leading to weak convergence and
local minima issues, impacting image segmentation

quality.

[47]
To categorize dermoscopy

images into benign or
malignant lesions.

CNN, support vector
machines (SVMs)

The proposed system does not emphasize
preprocessing. Thus, it affects input image accuracy.

[48]
To improve dermoscopy image

learning and skin cancer
diagnosis training.

DNN, DL models

DNNs require a lot of labeled data for training,
making it hard to find and annotate diverse and
accurate skin lesion images, especially for rare or

specialized malignancies.

[49] Deep learning-based melanoma
classification.

CNN, super-resolution
generative adversarial
networks (SRGANs)

CNN may make decision-making and learning
features challenging to interpret. The final

prediction is complex, with more extracted features.
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Table 1. Cont.

Ref. Objective Methods/Techniques Research Gap

[50] Skin cancer detection using ML
and image processing

Image super-resolution (ISR)
algorithms

ISR image artifacts can affect skin cancer detection.
Abnormalities lead to generating diagnostic false

positives and negatives.

[51]
Teaching–learning-based

optimization for detecting skin
cancer.

TLBO algorithm, extreme
learning machine (ELM)

The suggested technique requires a lot of computing
power to handle large skin cancer imaging datasets,

limiting its practical uses.

[52]
An explainable CNN-based
method for early melanoma

skin cancer detection.

CNN-based stacked ensemble
architecture

Stacking ensemble frameworks with many models,
such as CNNs, can create a complex architecture.

Complexity needs more extended training and more
resources.

[53] Detecting skin cancer using
transfer learning MobileNetV2

Due to its low capabilities, MobileNetV2 can have
difficulty with complex skin diseases that demand

fine-grained characteristics.

[54] Deep learning-based skin cancer
detection and categorization.

Swallow swarm optimization
(SSO), DLCAL-SLDC method,

CAD model

When CAD systems overlook carcinogenic lesions
and misclassify benign lesions as malignant, false

positives and negatives occur. Errors cause needless
biopsies or missed diagnoses.

[55] DL-based skin cancer classifier
for imbalanced datasets.

Modeling based on deep
learning RegNetY-320,

InceptionV3, and AlexNet

Most of these parametric algorithms require uniform
data, but without controlling their nature. Thus,
these approaches cannot accurately diagnose the

condition.

[56] Network of capsules for skin
cancer diagnosis

FixCaps, convolutional block
attention module

FixCaps’s generalization performance has not been
thoroughly investigated.

[57] Detect skin cancer from food
antioxidants via deep learning. CNN, DL model

The suggested system for effective training
considers features, classifications, and
augmentations, which can overfit data.

[58] A robust skin cancer detection
system using transfer learning.

Optimizing particle swarms
(PSO) with dynamic-opposite

learning

Proper transfer learning depends on the quantity
and quality of the target skin cancer dataset.

Transfer learning fails if the dataset is too small or
has noisy or biased samples.

[59] DL approaches for detecting
and categorizing skin cancer

CNN, medical vision
transformer

Privacy considerations and the rarity of some skin
cancers make obtaining datasets for skin cancer

detection and expert annotations difficult.

[60] DL model- based classification
for skin cancer

CNN, EfficientNet-B0,
ResNet-152, Vgg-16, Vgg-19,
Inception-V3, and MobileNet

DSCC_Net model works only for light-skinned
people. This study omitted dark-skinned people.

[61] Convolutional neural network
for cancer classification CNN, Grad-CAM

Due to computational costs, access to strong GPUs
or cloud computing resources is necessary to train

optimized CNN designs.

[62] Skin cancer classification via
medical vision

Medical vision transformer
(MVT), multilayer perceptron

(MLP)

MLPs do not capture image spatial connections.
Skin cancer diagnosis often requires spatial patterns

and specific features.

[63] Melanoma identification from
dermoscopy images using DL

GrabCut-stacked
convolutional neural

networks (GC-SCNNs), SVM

GrabCut can encounter issues with complex
backdrops or parts with similar color distributions to
the target object. The algorithm cannot distinguish

foreground from background in some cases.

[64] Skin cancer detection model
based on feature fusion

Local binary patterns (LBPs),
LSTM

LSTM is commonly used for sequential data,
including time series or natural language word

sequences. This method can convert images into
sequential representations, although it cannot be as
efficient or precise as convolutional neural networks.
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The research gaps are identified by analyzing recent available literature and are sum-
marized in Table 1. To address these gaps, we used preprocessing methods to capture the
low-contrast features and active contour segmentation to delineate the skin lesion’s borders
precisely. The ResNet50 transfer learning network captures the textural feature maps and
addresses the vanishing gradient problem. Also, the lightweight attention mechanism is
integrated into convolutional blocks of the CapsNets network to identify the spatial rela-
tionship among various features. The CapsNets network reduces the overfitting problem
using regularizations and dynamic routing, enhancing model generalization performance.

3. Methodology

This study proposes a novel approach for skin lesion classification using a lightweight
attention capsule neural network mechanism. The methodology for this study is discussed
in the subsequent sections below.

3.1. Proposed Novel Lightweight Attention Mechanism-Capsule Neural Network Framework

The proposed framework consists of five distinct phases for skin lesion classification:
(1) dataset acquisition and preparation, (2) preprocessing, (3) segmentation, (4) feature
extraction and (5) classification, as depicted in Figure 1. Firstly, the datasets were acquired
from publicly available domains. The raw images were preprocessed by resizing, normal-
izing, and augmenting the data, and then the data were divided into training, validation,
and test datasets. After augmenting the data, the snake model of the active contour seg-
mentation, which uses a deformable curve to fit the boundaries of an object in an image, is
used by removing the irrelevant information from the image. Segmentation helps to focus
the learning process on specific features within segmented regions, improving the model’s
ability to detect subtle variations and abnormalities. Segmented regions simplify model
training and inference and reduce computing complexity. Moreover, segmentation aids
in interpreting results by providing a clear delineation of the areas under consideration,
which is essential in skin lesion diagnostics. Also, smoothing the image after segmentation
can serve as a valid preprocessing step, reducing noise and improving the overall qual-
ity of the segmented regions. ResNet50 transfer learning is used for extracting features
from segmented images. Apply CBAM, a lightweight attention mechanism, to the feature
maps extracted from ResNet. The CBAM module adaptively recalibrates channel-wise and
spatial-wise attention to capture essential features in an image. This approach enables the
module to accurately capture fine-grained details and direct attention towards relevant
spatial regions. After the features have been extracted from the segmented skin lesion
image using ResNet50 and CBAM, the features are fused before being fed into the capsule
network, improving classification task performance. A guided capsule network is trained
on the features extracted by implementing dynamic routing. The stochastic gradient de-
scent (SGD) algorithm is employed to optimize the parameters of a given model. The
following section discusses the various phases of skin lesion classification.

3.2. Dataset Acquisition and Preparation

The initial step in skin lesion classification is to acquire a high-quality dataset to train
our proposed model. Given the need for more high-quality, annotated images of skin
lesions, the ISIC datasets are commonly used for automated skin lesion diagnosis. The
images were obtained from several centers by diverse operators, utilizing a variety of tools,
and stored in multiple formats. The International Skin Imaging Collaboration (ISIC) consor-
tium processed all images, performed privacy and quality screenings, and made the images
publicly available in the JPG format. The Creative Commons Attribution-Noncommercial
4.0 International License (CC-BY-NC) governs the use of these databases [65]. Each image
includes a specific description of the skin lesion type, verified by competent dermatologists.
Various skin lesions are observed in images, including benign and malignant conditions.
Benign lesions encompass melanocytic nevus, actinic keratosis, benign keratosis, der-
matofibroma, vascular lesions, and lentigo. On the other hand, malignant lesions include
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melanoma, basal cell carcinoma, and squamous cell carcinoma. Additionally, most of the
images are explained by specific information like the anatomical site of the lesion inside
the body, as well as the age and gender of the patient.
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3.3. Image Preprocessing

The primary objective of preprocessing the dataset is to enhance the quality of the
unique skin lesion images by removing air bubbles, noise, and artifacts before image capture.
The proposed approach involves preprocessing the images through normalization [66],
resizing [67], and augmentation techniques. The images’ pixel dimensions were resized
to 299 × 299 × 3 to allow effective batch processing and ensure the images aligned with
the chosen model architecture. Resizing also helps reduce the model’s computational
burden [66–68].

3.3.1. Data Augmentation

Data augmentation approaches introduce variation to the dataset by employing image
modifications. These modifications include rotations of random angles between −15 to
+15 degrees, horizontal and vertical flips applied randomly, adjustments to brightness and
random contrast factor between 0.7 and 1.3, randomly cropped regions, and an addition of
noise [69]. Data augmentation can enhance the model’s ability to generalize across diverse
contrasts, orientations, and other common variations encountered in skin images. Diversity
within a dataset can reduce overfitting and improve the model’s efficacy. Consequently, this
characteristic is highly advantageous when dealing with datasets exhibiting sparsity [70].

3.3.2. Data Normalization

Normalization, also known as contrast stretching, modifies the range of pixel intensity
values [71]. This procedure is a significant preprocessing technique that improves the
quality of images by effectively eliminating noise. To normalize the image, it is necessary to
modify the intensity of each pixel. Therefore, the image is adjusted to conform to specified
values. Each pixel is normalized to maintain the contrast and clarity of the ridge-and-valley
pattern [72]. The following is the definition of the normalized image K(ρ, υ):
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K(ρ, υ) =

N0 +

√
VAR0(H(ρ,υ)−N )2

VAR

N0 −
√

VAR0(H(ρ,υ)−N )2

VAR

, i f H(ρ, υ) > N (1)

where N0 and VAR0 are, respectively, the intended (prespecified) mean and variance
values, which are defined as follows:

(H) =
1

M2 ∑M−1
ρ=0 ∑M−1

υ=0 H( ρ, υ), VAR(H) =
1

M2 ∑M−1
ρ=0 ∑M−1

υ=0 H (ρ, υ)−N (H))2 (2)

To make the calculations that follow easier, we have set N0 = 0 and VAR0 = 1 in this
work. It ensures that the new pixel intensities for the normalized image will primarily fall
between −1 and 1.

3.4. Image Segmentation

After preprocessing the images, active contour segmentation is performed to delineate
the boundaries of the skin lesions in the images. An active contour, often known as a
snake, is a parametric curve that takes the form Yv = (y(v), x(v)), and it expands or shrinks
inside the image such that it can attach itself to the boundary of the item that is being
targeted [73]. The development of the snake is modeled using Euler equations, which relate
to minimizing the value of certain energy functions. The equations are as follows [74]:

bYvv + aYvvvv + M = 0 (3)

where the subscripts signify partial derivatives, b and a are weighting parameters that
regulate the snake’s tension and rigidity, and M =

(
my, mx ) is the equation that describes

the relationship between the two variables [75]. Equation (4) derives the entire derivative:

Ms − t(|∇g|)∇2M − B(|∇g|)(∇g − M) = 0 (4)

where t(|∇g|) = e−(
|∇g|

A ), B(|∇g|) = 1 − t(|∇g|), g = ∇Tσ ∗ H, Tσ is the kernel of the
Gaussian distribution, with the standard deviation σ and A as the calibration parameter.

After implementing active contour, the segmented region of interest (ROI) is further
processed by creating the binary mask where the lesion region is marked as 1 (white) and
the background is marked as 0 (black).

3.5. Feature Extraction

Due to its rich, learned feature representation, the segmented ROIs are further pro-
cessed for feature extraction using the ResNet50 Transfer learning model [75]. The residual
building block (RBB) of ResNet-50 is the architecture’s core module. ResNet-50 is a deep
convolutional neural network (CNN) architecture known for depth. It is constructed by
stacking multiple RBBs and addresses the vanishing gradient problem that can occur in
very deep networks. It allows for the training of extremely deep neural networks without
the degradation in accuracy that often accompanies increased depth. Therefore, we used
a residual neural network (ResNet50) using skip connections to overcome this limitation.
The difficulty of the disappearing gradient is alleviated by skipping multiple layers so that
the values do not reach the lowest point. The input is added to the layer’s output in a skip
connection [76–78]. The basic structure of the RBB consists of five convolutional blocks,
each taking an input map of a specific size.

Additionally, the architecture utilizes smaller convolutional and max-pooling filters
of a specific size across its whole structure. The nonlinear procedure oversees both convo-
lutional layers, each being a convolutional block. Spatial pooling is achieved by utilizing
the max-pooling layer, which amalgamates the 2D convolution layers constituting each
convolutional block. The rectified linear unit (ReLu), as represented by Equation (5), is
designed to address the issue of vanishing gradients. The last component of the system
consists of a classifier block comprising an output layer that utilizes a softmax activation
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function, as well as two fully connected layers with nodes at regular intervals, as described
in Equation (6) [79]:

g(y) = max(0, y) (5)

where y is an input unit.

zi =
exp(yi)

∑m
m=1 exp(ym)

, with, yi =
K

∑
m=1

ImVmi (6)

where zi and yi({i = 1 . . . . . . m}) is corresponding layers where Im is the initiation of the
penultimate layer node, Vmi is the weight connecting the penultimate layer yi to the softmax
layer, K is the number of input nodes, and M is the total number of output nodes (classes).
The input units to the softmax layer come after the output.

Design of Residual Building Block (RBB) in ResNet50

The functionality of ResNet-50 is reliant on the presence of the residual building block
(RBB). The RBB uses direct connections and bypasses convolutional layer blocks. The
vanishing or exploding gradients can be mitigated using these computational techniques
to optimize the trainable parameters during error backpropagation. This approach can
contribute to developing a more complex CNN architecture and improve the overall
effectiveness of defect diagnostics. The ReLu activation function, numerous convolutional
layers (Convs), batch normalizations (BNs), and a single shortcut make up the RBB. RBB-1
and RBB-2 are representative of two distinct RBB topologies, as illustrated in Figure 2. Both
RBB-1 and RBB-2 have three Conv and BN layers. The identity X is the shortcut in RBB-1, as
shown in Figure 2a. F is a nonlinear function in RBB-1 for the convolutional path. Equation
(7) is used to formulate the output of RBB-1. Figure 2b represents the RBB-2 structure in
which RBB1 is substituted as shortcut Conv and BN layers. Equation (8) defines the result
of RBB-2, where F represents the shortcut path [76–79]:

x = G(y) + y (7)

x = G(y) + F(y) (8)

Following the initial convolutional layer of ResNet-50, a series of RBB-1 and RBB-2
blocks are sequentially stacked.
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Figure 3 shows the proposed ResNet-50 structure. The first 49 layers of ResNet-50
are transferred (Figure 3 shows 1 + 16 ∗ 3 = 49 Conv layers). Next, the softmax classifier
and an additional fully connected layer (FC) have been added to the architecture to adapt
the class labels of the liability diagnosis dataset to ResNet-50. Improved feature extraction
and deeper network layers would enhance the final prediction accuracy of the suggested
CNN (ResNet-50) for fault diagnosis. ResNet-50 extracts features from the altered images
created by the signal-to-image technique. These characteristics would then undergo fault
classification training. The output of the final fully connected layers in the ResNet consists
of a 2048-dimensional feature vector for each image. Let x − gji be the feature recovered
from ResNet-50 and FResNet the nonlinear function of RGBPixel j, i = 1 . . . 2048. Equation
(9) represents the transition process [76–79].

x − gji = GResNet
(

RGBPixel j
)

(9)
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Figure 3. Design of ResNet50.

The features extracted from ResNet50 include convexity, circularity, irregularity index,
textural patterns, color features, and region of interest for feature representation and to
enhance prediction accuracy.

3.6. Skin Lesion Classification Using Lightweight-Guide Capsule Neural Network

The extracted features from ResNet50 are fed into the lightweight mechanism CBAM
to focus on the most relevant features for the classification of skin lesions.

3.6.1. Convolutional Block Attention Mechanism (CBAM)

The CBAM is a lightweight mechanism that is relatively less complex and directs
the models to selectively focus on the most prominent characteristics within the feature
map. This process reduces irrelevant information and accentuates the regions that pro-
vide the most valuable insights for improved classification accuracy and computational
efficiency [80]. As shown in Figure 4, it first extracts the channel-wise and spatial-wise
attention features, which are then multiplied to highlight informative regions within skin
lesion images and improve the accuracy and interpretability of deep learning models for
skin cancer detection [80]. By integrating the attention mechanism into the network capsule
architecture at the convolution layer level, we can enable the model to focus on relevant
regions of the lesion images selectively. Therefore, to increase capsule attention to the object
and decrease spatial information loss from convolution and pooling, the feature maps from
CBAM are fed into the capsule network [81]. As a result, the network successfully miti-
gates overfitting without encountering dropouts [82]. The attention process is presented in
Equation (10):

F′ = Ms(Mc(F)⊗ F)⊗ F (10)

The symbol “⊗” represents the operation of element-wise multiplication. Multiplica-
tion propagates the attention values in the directions indicated by the operators: values
in one channel propagate along the spatial dimension and vice versa [81]. In this context,
we refer to channel attention as Mc

(
Rc×1×1) and spatial attention as Ms

(
R1×1×H×W)

. The
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feature map F is the result of the convolutional layer. The refined feature output is denoted
by F′.
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3.6.2. Development of Proposed Capsule Neural Network

The capsule network (CapsNets) is proposed as a substitute for conventional convolu-
tional neural networks (CNNs) to address challenges that require hierarchical and spatially
aware feature extraction. The primary objective of capsule networks is to address the
inherent constraints of convolutional neural networks (CNNs) when recognizing intricate
spatial hierarchies and retaining pertinent information about the relative placements of
features [82].

A capsule is a cluster of neurons arranged in a vector-like structure responsible for
encoding and representing postural data. An object’s activation probability, or simply the
possibility that it exists, is reflected in a capsule’s length. Because of this, it is much simpler
to derive a part–whole relationship given only the data embedded in one computing unit
that represents the portion. Next, the routing algorithm will endeavor to connect each lower-
level capsule and a single higher-level capsule at an elevated level that fulfills its criteria [83].
Expectation-maximization (EM) routing is used to determine the posture of each capsule in
layer L + 1 based on applying the Gaussian approach to the “minimum description length”
principle. This principle allows for the most substantial data compression by selecting the
best hypothesis or regularization. The decision to activate the capsule in layer L + 1 is made
based on the votes received from layer L. A matrix represents the pose of the capsule, and
the EM algorithm is employed to calculate the activation probability [84]. The inverted
dot product was utilized in the model, an algorithm for directing the flow of attention that
uses a matrix-designed posture within a capsule. As shown in Figure 5, our capsule system
consists of one primary capsule, two convolutional capsules, and then dual-class capsules,
each dedicated to a specific class. The primary capsule, which generates the initial low-level
capsules, receives the extracted features to fulfill its functions. The main capsule will apply
one convolutional layer to the retrieved features, and it will standardize the output and

then restructure it to construct matrix capsules of size R
√

hdx
√

hd , where hd denotes the
gathered quantity of unknown layers that comprise a capsule [85]. The capsules of the first
convolutional layer, also known as the parents, are fed information from the main layer
capsules, also known as the children. These capsules then update their parents, and so
on. Equations (11) and (12) are used to create the convolutional capsule layers, and each
layer has 32 capsules of size 4 × 4, making a total of 64 capsules. To direct a child capsule j
located in layer C

(
NC

j

)
to a parent capsule i located in layer C+ 1

(
NC+1

i

)
, a vote MC

ji
is first generated for each child and then applied to each parent by using the weights that
have been assigned between the two levels ZC

j,i. At the beginning, the poses NC+1
i of all of

the parents are initialized to zero [86].

MC
ji = ZC

j,i·NC
j (11)
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The routing agreement FCji between each parent and all of their children is determined
by applying the dot-product similarity and using the votes MC

ji that the children have cast.

FCji = NC+1L

i · MC
ji (12)

A softmax function is used to calculate the routing coefficient known as HC
ji . This

function is used after the agreement scores are passed through it.

HC
ji = exp

(
FCji

)
/∑i′ exp(FCji′) (13)

NC+1
i = ∑j H

C
jiMC

ji (14)

A normalization layer is then implemented as a final layer to improve the
routing’s convergence.

NC+1
i = LayerNormal

(
NC+1

i

)
(15)

The calculation processes for the capsule layers by the reversed technique are shown by
Equations (11)–(15) [87]. The primary iteration is a sequential procedure in which the values
of all capsule layers, excluding the initial layer, are calculated. The subsequent iterations
occur simultaneously, leading to enhanced performance throughout training. The class
capsules make up the last layer of the capsules. The feature vector is heavily compressed in
these layers to feed it into a layer for linear classification [88]. The classifier is shared across
the class capsules, and this layer is utilized to get the forecast logits. Equations (11)–(15)
specify the routing method used to build each of the two class capsules. The size of each
class capsule is 16 [89].

3.6.3. Stochastic Gradient Descent (SGD) Optimizer

We optimized model parameters using gradient-based algorithms like stochastic gra-
dient descent (SGD). SGD helps analyze large datasets and complex models. The SGD
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optimization method trains on labeled data. When used for convex and continuous op-
timization, stochastic gradient descent (SGD) is conceptually stable [90]. It first claims
that minimizing training time reduces generation error. Since the model does not meet
identical data instances several times, it cannot use memorization and must build gen-
eralization skills. Deterministic gradient descent is a version of SGD without gradient
noise. This broadside emphasizes stochastic optimization, but its principles and methods
apply to deterministic gradient descent [91]. In this context, we focused on minimizing the
cost function.

We utilized gradient-based optimization algorithms, such as stochastic gradient de-
scent (SGD), to optimize the model’s parameters. SGD is very helpful for analyzing massive
datasets or intricate models. The SGD optimization algorithm’s goal is to use labeled data
to train. The stochastic gradient descent (SGD) algorithm demonstrates conceptual stabil-
ity when applied to convex and continuous optimization problems [89]. Firstly, it posits
that minimizing training time yields the advantage of reducing generalization error. This
limitation arises because the model does not encounter identical data instances several
times, preventing it from relying on memorization and necessitating the development of
generalization capabilities. Deterministic gradient descent is considered a specific instance
of stochastic gradient descent (SGD) deprived of gradient noise. The ideas and approaches
established in this broadside are also relevant to deterministic gradient descent despite
this broadside emphasizing stochastic optimization [90]. In this context, we focused on
minimizing the cost function.
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(16)

where θ is a vector of parameters that need to be optimized, v is a random vector, L is a
loss utility, and E is a function that takes the expectation over v.

For instance, in the difficulty of classifying data utilizing a neural network, θ signifies
the vector that contains all of the tunable weights in the neural network, v = (M, N) is the
couple of the feature vector M, and the class label N, and L is a continuously differentiable
loss, such as the mean squared error, the cross-entropy loss, or the (multiclass) hinge loss.
Learning as θ can be accomplished through the use of gradient descent [92].

θ[new] = θ[old] − µQ(θ[old]) (17)

where µ > 0 is positive step size, then:
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It is possible that evaluating the expectation outlined in (16) is either undesirable or
impossible. This expectation is given a close approximation in SGD by using the sample
average, which leads to the following update rule for θ [92]:

Q̂(θ)=
1
ε ∑ε

j=1

∂L
(
θ,vj

)
∂θ

(19)

θ[new] = θ[old] − µQ̂(θ[old]) (20)

where hat ∧ indicates that the flexible beneath it is being estimated, ε ≥ 1 is the size of
the minibatch, and vj marks the jth sample, which is normally picked at random from the
training data. Since Q̂(θ) represents a random vector, it is rewritten as follows [92]:

Q̂(θ) = Q(θ)+E′ (21)
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to make the distinction between its deterministic and random components, with the random
vector E′ representing the estimate error that results from substituting the expectation with
the sample average.

We examine the subsequent second-order approximation concerning H(θ) around a
point θ0:

H(θ) ≈ H(θ0) +QT
0 (θ − θ0) +

1
2
(θ − θ0)

T R0(θ − θ0) (22)

If the superscript T indicates a transposition, the gradient at 0 is denoted as
Q0 = Q(θ0), and:

R0 =
∂2H(θ)

∂θT ∂θ
|θ=θ0 (23)

is the Hessian matrix at the value θ0 position. Take note that the definition of R0 calls for it
to be symmetric. Regarding the gradients of function H(θ) with respect to θ, the variable
about θ0 can be assessed using the following approximation:

Q(θ) ≈ Q0 +R0(θ − θ0) (24)

(θ) = Q0 +R0(θ − θ0 ) +E (25)

where E includes the errors in Equations (20) and (22). When Equation (24) is applied, the
learning rule (14) transforms into the linear system described below [92]:

θ[new] = (T− µR0)θ
[old] − µ(Q0 −R0θ0 +E) (26)

where T is an identity matrix that can be conformed. The behaviors of a linear system
are highly dependent on the choice of µ, the parameter, as well as the distribution of the
eigenvalues of T− µR0.

4. Experimental Results

This section outlines the experimental results of the proposed lightweight-guided
capsule network. Each phase of the proposed model is evaluated using qualitative and
procedural methods. The performance metrics [91], such as accuracy, recall, sensitivity,
specificity, and AUC-ROC, were used to evaluate the effectiveness of this study’s skin
lesion classification model. In this study, all the experimental tests were implemented using
IDLE Shell 3.11.4 on a 4 GHz Intel Core i7 CPU at a rate of @ 1.80 GHz, 2304 Mhz, 4 Core(s),
8 Logical Processor(s), 12 GB of NVIDIA K80 GPU RAM, and 4.1 TFLOPS of performance.
NVIDIA K80 GPU RAM is a powerful hardware accelerator that helps accelerate matrix
multiplications and convolutions.

4.1. Dataset

Two datasets, namely, HAM10000 and ISIC2020, are considered in this study, ac-
quired from the ISIC repository. All the images are labeled benign and malignant. The
HAM10000 [92] dataset contains 10,015 dermoscopy images from patients in Australia
and Austria, relevant patient history information and dermatologist annotations. The ISIC
2020 [93] dataset comprises 33,126 dermoscopy images of various benign and malignant
skin diseases from over 2056 patients. It is observed that a limited number of images have
annotations and binary masks, while most have clinical specifications.

Furthermore, the images are in JPG format, without pixel resolution data. Conse-
quently, there is a shortage of information regarding the precise dimensions of the lesions,
impeding the classifier’s training. The task of accurately classifying datasets becomes in-
creasingly difficult due to the presence of images with various resolutions and imbalances
in class distribution.

We evaluated the class imbalance [94] using ImbR (imbalance ratio), IntraC (intra-class
distance), InterC (inter-class distance), DistR (distance metric), and Silho (silhouette score)
on both datasets, as shown in Table 2. The intra-class (IntraC) and inter-class (InterC)
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metrics show the average distances between images in distinct and same classes. Image
vectors were used to calculate both measures using Euclidean distance. The ratio (DistR)
between these measurements showed similar distances, indicating substantial class overlap.
Finally, the silhouette score (Silho) showed how similar each image is to its group relative
to others. The results indicated a lack of strong correspondence between images and their
respective classes. Furthermore, it was observed that even samples from distinct groups
exhibited proximity in the feature space. Therefore, utilizing these metrics is advantageous
in selecting appropriate fine-tuning parameters and optimizers to attain the required
outcomes in data analysis or machine learning endeavors [94].

Table 2. Skin lesion dataset-class assessment metrics.

Class Assessment Metrics Using Randomly Sampled Datasets

Dataset No. of Images ImbR IntraC InterC DistR Silho

HAM10000 [92] 7818 6.024 8705 9770 0.891 0.213

ISIC 2020 [93] 25,838 9.012 28,786 32,132 0.804 0.202

In our experiment, we utilized the standard dataset splitting approach, where 70%
of the data were allocated for training, 15% for validation, and 15% for testing. The split
was conducted using randomness to ensure a fair and balanced distribution among the
subsets. The test dataset was exclusively allocated for the final evaluation of the trained
model. The model construction and hyperparameter tuning steps were conducted without
utilizing any information from the test dataset to prevent data leaking and ensure an
unbiased performance assessment. The test dataset was utilized solely once subsequent to
the finalization of the model. By managing the dataset with care, we assure the credibility of
our reported results and reduce the possibility of overfitting to the test set while developing
the model.

4.2. Image Preprocessing

The experimental results from the image processing phase are presented in this section.
Table 2 shows the imbalanced datasets, which may compromise the network’s learning
phase. To overcome this issue, synthetic images were generated for training from the class
with the melanoma class’s fewest samples. Techniques such as data augmentation and
normalization were employed to augment the size of the training dataset, resulting in
the generation of processed data in the form of 299 × 299 JPG images. The input image
was resized and normalized, then data augmentation was employed during the training
phase to artificially increase the diversity of the training dataset and improve the model’s
generalization capabilities. The augmentation techniques that were applied to the input
images were (1) horizontal and vertical flip (2) brightness adjustment, (3) contrast adjust-
ment and (4) rotation, as shown in Figure 6. To assess the influence of data augmentation
on model performance, experiments were conducted without the application of any data
augmentation techniques during the training phase. The model was trained and evaluated
using the original, non-augmented dataset, as well as with the augmented dataset which is
discussed in Section 4.6.

The quality of the image is evaluated using mean squared error (MSE), structural
similarity index measure (SSIM), and peak signal-to-noise ratio (PSNR) [93] for resized
and normalized images. Figure 7 illustrates the absolute pixel-wise difference between the
original and resized images, which indicates how much the pixel values differ in the image.
Brighter portions in the difference image show greater difference, whereas darker regions
show more similarity. A white or brightly colored difference image indicates significant
variations between the original and scaled photos, while a black difference image suggests
identicality. The difference image shows where the images changed during resizing. This
information helps comprehend the resizing operation and identify places that were affected
more. The resized image is then normalized by scaling its pixel values to a standard range
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of [0, 1] or [−1, 1]. Figure 8 shows the absolute pixel-wise difference between the original
and normalized images, indicating that normalization improves the convergence of the
optimized algorithm’s overall dissimilarity between the images and quantifies the extent of
image transformation during normalization. Table 3 shows the performance metrics in the
preprocessing phase using PSNR, SSIM, MSE and mean absolute difference.
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Table 3. Performance of image after preprocessing phase.

PSNR (dB) SSIM MSE Mean Absolute Difference

Resized image 33.52 0.97 0.0023 109.01
Normalized image 44.90 0.97 0.0023 0.0052

4.3. Active Contour Segmentation

The normalized image is fed into the active contour snake model to remove irrelevant
information from the image. This model uses a deformable curve to capture the object
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boundaries of the image. It is used to define smooth shapes in images, build closed contours
for regions, and find irregular shapes in images. We compared AC with fuzzy K-means
image segmentation, as shown in Figure 9. It shows that the borders between various
regions in the skin lesion images are not well delineated and exact by using FKM.
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After applying active contour, hair detection and inpainting techniques are used to fill
the hair region, as shown in Figure 10.
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4.4. Feature Extraction

The ResNet50 transfer learning algorithm was employed as a feature extractor in
detecting skin cancer. Using pre-trained deep learning knowledge enables the effective
representation of skin image data by implementing a robust approach. The retrieved
features encompass a range of characteristics such as convexity, circularity, irregularity
index, textural patterns, color features, and region of interest, as shown in Figures 11–16.
The utilization of this technique has the potential to significantly augment the effectiveness
and efficiency of algorithms employed in the identification of skin cancer.
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4.4.1. Convexity

The convexity of the image is computed to quantify the extent to which a region of
interest is convex, as it measures the ratio between the area of interest and the location of its
convex structure. To assess the convexity of the image, a Gaussian smoothing technique is
employed on the grayscale image, creating a binary mask. The range of the convexity value
is between 0 and 1, with a value of 1 indicating a perfectly convex shape. The convexity for
each labeled region is computed using the contour, as shown in Figure 11. The convexity
value for region 2 is 0.76, indicating that the region has a relatively high degree of convexity
and is close to a regular shape.

4.4.2. Circularity

Circularity is a geometric attribute to quantify the circular nature of the region, and
the values range between 0 and 1. Figure 12 shows that the area-to-perimeter ratio matches
the characteristics of the circular region.

4.4.3. Irregularity Index

The irregularity index is used to quantify the irregularity of the region’s shape in
the image. It is one of the most critical lesion features in predicting malignancy. Borders
exhibiting an irregularity index exceeding 1.8 were categorized as irregular. Because of the
significant difference in incidence between benign and malignant skin lesions, accurate
assessment of irregular boundaries is clinically crucial. As shown in Figure 13, region 2 has
an irregular index.

4.4.4. Textural Pattern

Texture is a characteristic utilized to divide and classify regions of interest within
images. Texture imparts insight into the spatial configuration of hues or levels of intensity
within a given image, as shown in Figure 14.

4.4.5. Color Features

Color features represent the image’s color characteristics by defining the color space
feature appearance, such as hue, saturation, and brightness, as shown in Figure 15, and the
histogram of these color features is depicted in Figure 16.

4.5. Results of Classification Phase Using Proposed Lightweight-Guided CapsNet Model

The feature maps obtained from the convolution block of ResNet50 are then fed into
CBAM to generate the corresponding channel and spatial attention map. The attention
map suppresses the irrelevant areas and highlights the critical regions of the feature map.
The resultant features are inputs to the guided CapsNet model to predict the lesion. To
evaluate the proposed model’s ability to apply new or unfamiliar data, accuracy, sensitivity,
specificity, AUC-ROC, recall, and F1 score are used to measure how effectively the model
can generalize to such data. We used attention guidance fusion to improve the model’s
parameters during the classification phase. SGDM optimizer is used to optimize the model.
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To improve the model’s performance accuracy and computational efficiency, 0.36 G FLOPs
is applied to the proposed model. Table 4 depicts the classification accuracy, number of pa-
rameters and FLOPs on the test dataset. It is worth noting that LA-CapsNet has 0.36 billion
FLOPs, potentially reducing its computational requirements by up to 10 times or more. It
makes the model more versatile and applicable to various devices and applications, partic-
ularly in resource-constrained environments like mobile devices or embedded systems.

Table 4. Classification accuracy (%) on ISIC2020 test data.

Model Accuracy (%) Params
Millions (M)

FLOPs
Giga-Billions(G)

DE-ANN 96.97 4.3 1.2

ELM-TLBO 96.21 4.3 1.2

R-CNN 97.63 1.2 1.2

DCNN 97.83 1.2 1.2

Fuzzy K-means 94.23 1.2 1.2

LA-CapsNet 98.04 1.2 0.36

Figure 17 shows the performance of the proposed lightweight-guided CapsNet model.
The model achieves an accuracy of 98.04%, specificity of 68%, sensitivity of 96%, AUC-ROC
of 97.3%, F1 score of 99% and recall of 98%. We employed a GUI interface to navigate each
phase of the proposed model execution, as shown in Figure 18.
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4.6. Comparison of LACapsNet Results with Augmentation and without Augmentation

In this section, we present a comparative analysis of the performance of the LA-
CapsNet model under two different conditions: with data augmentation and without data
augmentation, as shown in Table 5.



Diagnostics 2024, 14, 636 24 of 32

Diagnostics 2024, 14, x FOR PEER REVIEW 24 of 33 
 

 

 
Figure 17. Performance evaluation of the proposed model. 

 
Figure 18. GUI interface. 

4.6. Comparison of LACapsNet Results with Augmentation and without Augmentation 
In this section, we present a comparative analysis of the performance of the LA-Cap-

sNet model under two different conditions: with data augmentation and without data 
augmentation, as shown in Table 5. 

Table 5. Comparison of key performance metrics with and without data augmentation. 

LA-CapsNet Accuracy Sensitivity F1 Score AUC Specificity 
With data augmentation 98.04 98.82 98.87 99.00 68.00 

Without data augmentation 78.00 81.04 78.84 78.02 55.20 

The results obtained without data augmentation are used as a baseline to highlight 
the significance and benefits of employing augmentation techniques. Employing data 
augmentation demonstrates a positive impact on the model’s performance, robustness, 
and generalization capabilities. 

  

Figure 18. GUI interface.

Table 5. Comparison of key performance metrics with and without data augmentation.

LA-CapsNet Accuracy Sensitivity F1 Score AUC Specificity

With data augmentation 98.04 98.82 98.87 99.00 68.00

Without data augmentation 78.00 81.04 78.84 78.02 55.20

The results obtained without data augmentation are used as a baseline to highlight
the significance and benefits of employing augmentation techniques. Employing data
augmentation demonstrates a positive impact on the model’s performance, robustness, and
generalization capabilities.

4.7. Comparative Analysis

The proposed lightweight-guided capsule network was compared to current state-
of-the-art methods, such as extreme learning machine learning-based optimization (ELM-
TLBO), R-CNN, deep convolution neural network (DCNN), differential evolution artificial
neural network (DE-ANN), and fuzzy k-means models. The following performance in-
dicators were compared using ISIC2020 and HAM10000 datasets: accuracy, sensitivity,
specificity, recall, AUC-ROC, and F1 score.

4.7.1. Accuracy

The dataset is analyzed to determine the percentage of accurately classified instances
in cases of skin cancer:

AC=
O

N
(27)

where N (total number of predictions) shows the total number of skin cancer instances for
which the model has produced a forecast, and O (number of correct predictions) represents
the total number of cases of skin cancer accurately represented by the model.

Figure 19 illustrates the classification accuracy as the number of images increases. It
is worth noting that the proposed model exhibits a higher detection accuracy compared
to other SOTA methods. A detection accuracy of 97.83% is attained by DCNN, 96.97% by
DE-ANN, 96.21% by ELM and 98.04 by the proposed LA-CapsNet for 50 images. Compared
to existing approaches, our proposed method exhibits higher accuracy.
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4.7.2. Sensitivity

When utilizing deep learning for skin cancer detection, sensitivity is referred to as
true-positive rate T , which assesses how well the model can identify positive cases or, more
precisely, how well it can identify malignant skin lesions. The matrices equation follows as:

S =
T

T + 𝒻
(28)

where T (True positives) represents the number of skin cancers that were correctly identified
as positive and 𝒻(False Negatives) denotes the number of actual skin cancers that the model
mistakenly dismissed as being free of the disease.

The comparison of simulation results using current and proposed methodologies in
the environment of skin cancer detection reveals a notable trend: sensitivity increases as
the number of images grows, as depicted in Figure 20. Its heightened sensitivity can be
attributed to the enhancements in image quality and processing capabilities introduced
by our proposed approach to sensitivity. Current methods include DE-ANN and DCNN.
When the images reached their maximum of 50, the proposed work was 98.82%; however,
the existing results achieved 85% and 90%, respectively.
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4.7.3. Specificity

Specificity quantifies the proportion of healthy skin instances correctly categorized as
negative, essential for providing patient comfort and avoiding unnecessary treatments. It
evaluates the model’s capacity to minimize false alarms by determining how many healthy
skin cases are correctly classified as negative.

SP =
C

C+P
(29)

where C (true negatives) reflect the number of cases accurately recognized as negative and
P (false positives) indicate the number of cases that should have been classed as negative
but were instead misclassified as positive.

The proposed method yields the maximum feasible specificity to assess efficient
specificity. Figure 21 illustrates how specificity declines with increasing images, yet the
suggested method achieves higher specificity than other methods like DCNN and DE-
ANN. The specificity of the proposed approaches is 49 in 25 images and 68 in 50 images. In
25 photographs, DCNN will obtain a specificity of 39, and in 50 images a specificity of 48.
After 25 images, DE-ANN will achieve a specificity of 28 after 50 images and a specificity
of 37.
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4.7.4. AUC-ROC

An increased AUC-ROC score signifies an enhanced capacity of the model to gen-
erate precise forecasts, an essential attribute for prompt identification and assessment of
skin cancer.

R =
T

T +P
(30)

The number of accurately identified positive cases is represented by T (true-positive
rate), and P stands for false positives—positive cases mistakenly considered negative.

Figure 22 shows the true-positive rate with the false-positive rate. The proposed
model has a high true-positive rate compared to other approaches, such as ELM-TLBO
and R-CNN. The proposed methods have a maximum true-positive rate of 99%, R-CNN
achieved a maximum true positive rate of 95%, and ELM-TLBO achieved a maximum
true-positive rate of 89. Compared to other approaches already in use, the one we have
developed is more precise.
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4.7.5. F1 Score

We proposed a method that reasonably evaluates a classifier’s performance in merging
recall and precision obsessed by a solitary score. The F1 score is computed as:

F𝓈 =
2 × T ×RC
T +RC

(31)

The ratio of genuine positives to all cases categorized as positive is known as precision
(W). The true-positive rate is recall (K).

Figure 23 shows that the proposed method outperforms current approaches like fuzzy
k-means and ELM-TLBO regarding F1 score. The suggested methods’ F1 score is 85% in
30 images and 98.87% in 50 images. DCNN achieved an F1 score of 73% in 30 images and
an F1 score of 90% in 50 images. ELM-TLBO will obtain an F1 score of 65% after 30 images
and an F1 score of 85% after 50 images.
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4.8. Research Summary

The main objective of the proposed model is to employ lightweight-guided CapsNet
model algorithms to diagnose skin cancer. First, the input images are loaded with ISIC
2020 and the HAM10000 dataset. The next preprocessing step involves adjusting the raw
image by enhancing, scaling, and normalizing it. Next, we proceed with the segmentation
procedure. For this stage, we will use the active contour segmentation technique. We
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extract properties such as convexity, circularity, irregularity index, textural patterns, color
attributes, region of interest, etc., using the ResNet50 transfer learning algorithm during
the feature extraction stage. After that, we proceed with the classification. We optimized
the model’s parameters during this phase using attention guidance fusion. Accuracy,
sensitivity, specificity, AUC-ROC, recall, and F1 score are the accomplishment metrics used
to validate the proposed technique. As evident from Table 6, LA-CapsNet exhibits superior
performance across all metrics, demonstrating its effectiveness in skin lesion classification.
Its ability to capture local and global features and its robustness with varying image quality
make it a promising approach for clinical applications.

Table 6. Comparison of proposed model with SOTA methods.

Performance Metric DE-ANN ELM-TLBO R-CNN DCNN Fuzzy K-Means LA-CapsNet

Accuracy 96.97 96.21 97.63 97.83 94.23 98.04

Sensitivity 97.91 97.03 98.32 97.72 96.53 98.82

F1 score 97.01 85.00 98.42 90.00 96.07 98.87

AUC 97.21 89.00 95.00 97.92 95.43 99.00

Specificity 45.00 48.00 49.00 39.00 55.00 68.00

5. Conclusions and Future Scope

This study introduced a lightweight-guided capsule network called LA-CapsNet
for skin lesion classification by fusing attention mechanisms. The HAM10000 and the
ISIC 2020 datasets were used for early skin cancer diagnosis in this investigation. The
datasets were preprocessed using resize, augmentation, and normalization. Segmentation
is achieved using the active contour snake model. The RESNET50 model uses such features
as convexity, circularity, irregularity index, textural patterns, and color. Normal, benign,
and malignant classification utilizes the CapsNet and optimization (stochastic gradient
descent) models. The proposed lightweight-guided CapsNet achieved an accuracy of
98%, Sensitivity of 98.82%, Specificity of 68%, AUC-ROC of 99%, and F1 score of 98.87%.
According to the numerical analysis, our solution performs better than all other methods
currently used in every metric. Although capsule activations offer some understanding of
the model’s decision-making process, they are less easily understood than feature maps in
convolutional neural networks. This can create difficulties in comprehending the process
by which the model formulates its predictions. In future, we aim to investigate explainable
AI (XAI) techniques to gain an understanding of the LA-CapsNet decision-making process.

Author Contributions: Conceptualization, K.B.; methodology, K.B.; software, K.B.; validation,
K.B., E.B. and J.T.A.; formal analysis, K.B.; investigation, K.B.; resources, K.B.; data curation, K.B.;
writing—original draft preparation, K.B.; writing—review and editing, E.B. and J.T.A.; visualization,
E.B. and J.T.A.; supervision, E.B. and J.T.A.; project administration, E.B.; funding acquisition, E.B. and
J.T.A. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The experimental datasets used to support this study are publicly avail-
able on data repositories at https://challenge2020.isic-archive.com (accessed on 23 October 2023).

Acknowledgments: The data presented in this study are openly available in the reference list. I
would like to sincerely thank and express my appreciation to my supervisor, Bhero, and co-supervisor,
Agee, for their excellent supervision and assistance in paying attention to detail. Moreover, I wish to
thank my family for their continuous support and countless sacrifices.

Conflicts of Interest: The authors declare no conflicts of interest.

https://challenge2020.isic-archive.com


Diagnostics 2024, 14, 636 29 of 32

References
1. Khan, N.H.; Mir, M.; Qian, L.; Baloch, M.; Khan, M.F.A.; Rehman, A.-U.; Ngowi, E.E.; Wu, D.-D.; Ji, X.-Y. Skin cancer biology and

barriers to treatment: Recent applications of polymeric micro/nanostructures. J. Adv. Res. 2021, 36, 223–247. [CrossRef] [PubMed]
2. Monika, M.K.; Vignesh, N.A.; Kumari, C.U.; Kumar, M.N.V.S.S.; Lydia, E.L. Skin cancer detection and classification using machine

learning. Mater. Today Proc. 2020, 33, 4266–4270. [CrossRef]
3. Wright, C.Y.; Jean du Preez, D.; Millar, D.A.; Norval, M. The Epidemiology of Skin Cancer and Public Health Strategies for

Prevention in Southern Africa. Int. J. Environ. Res. Pub. Health 2020, 17, 1017. [CrossRef] [PubMed]
4. Schadendorf, D.; Van Akkooi, A.C.; Berking, C.; Griewank, K.G.; Gutzmer, R.; Hauschild, A.; Stang, A.; Roesch, A.; Ugurel, S.

Melanoma. Lancet 2018, 392, 971–984. [CrossRef] [PubMed]
5. Republic of South Africa, Department of Statistics: Stats SA. Available online: http://www.statssa.gov.za (accessed on 20

August 2023).
6. Colditz, G.A. Cancer Association of South Africa. SAGE Encycl. Cancer Soc. 2021, 1–20. [CrossRef]
7. Ndlovu, B.C.; Sengayi-Muchengeti, M.; Wright, C.Y.; Chen, W.C.; Kuonza, L.; Singh, E. Skin cancer risk factors among Black

South Africans—The Johannesburg Cancer Study, 1995–2016. Immun. Inflamm. Dis. 2022, 10, e623. [CrossRef]
8. Republic of South Africa, Department of Health: National Cancer Strategic Framework for South Africa, 2017–2022. Available

online: https://www.health.gov.za (accessed on 20 August 2023).
9. Dinnes, J.; Deeks, J.J.; Grainge, M.J.; Chuchu, N.; di Ruffano, L.F.; Matin, R.N.; Thomson, D.R.; Wong, K.Y.; Aldridge, R.B.;

Abbott, R.; et al. Visual inspection for diagnosing cutaneous melanoma in adults (Review). Cochrane Database Syst. Rev. 2018, 12.
[CrossRef]

10. Young, A.T.; Vora, N.B.; Cortez, J.; Tam, A.; Yeniay, Y.; Afifi, L.; Yan, D.; Nosrati, A.; Wong, A.; Johal, A.; et al. The role of
technology in melanoma screening and diagnosis. Pigment. Cell Melanoma Res. 2021, 34, 288–300. [CrossRef]

11. Man against Machine: AI Is Better than Dermatologists at Diagnosing Skin Cancer. Available online: https://www.sciencedaily.
com/releases/2018/05/180528190839.htm (accessed on 20 August 2023).

12. Duarte, A.F.; Sousa-Pinto, B.; Azevedo, L.F.; Barros, A.M.; Puig, S.; Malvehy, J.; Haneke, E.; Correia, O. Clinical ABCDE rule for
early melanoma detection. Eur. J. Dermatol. 2021, 31, 771–778. [CrossRef] [PubMed]

13. Saravanan, S.; Heshma, B.; Shanofer, A.A.; Vanithamani, R. Skin cancer detection using dermoscope images. Mater. Today Proc.
2020, 33, 4823–4827. [CrossRef]

14. Wei, L.; Ding, K.; Hu, H. Automatic skin cancer detection in dermoscopy images based on ensemble lightweight deep learning
network. IEEE Access 2020, 8, 99633–99647. [CrossRef]

15. Thanh, D.N.; Prasath, V.S.; Hieu, L.M.; Hien, N.N. Melanoma skin cancer detection method based on adaptive principal curvature,
colour normalization and feature extraction with the ABCD rule. J. Digit. Imaging 2020, 33, 574–585. [CrossRef]

16. Murugan, A.; Nair, S.A.H.; Preethi, A.A.P.; Kumar, K.S. Diagnosis of skin cancer using machine learning techniques. Microprocess.
Microsyst. 2021, 81, 103727. [CrossRef]

17. Subha, S.; Wise, D.J.W.; Srinivasan, S.; Preetham, M.; Soundarlingam, B. Detection and differentiation of skin cancer from rashes.
In Proceedings of the 2020 International Conference on Electronics and Sustainable Communication Systems (ICESC), Coimbatore,
India, 2–4 July 2020; IEEE: Piscataway, NJ, USA, 2021; pp. 389–393.

18. Verstockt, J.; Verspeek, S.; Thiessen, F.; Tjalma, W.A.; Brochez, L.; Steenackers, G. Skin cancer detection using infrared thermogra-
phy: Measurement setup, procedure and equipment. Sensors 2022, 22, 3327. [CrossRef]

19. Aljanabi, M.; Enad, M.H.; Chyad, R.M.; Jumaa, F.A.; Mosheer, A.D.; Ali Altohafi, A.S. A review ABCDE Evaluated the Model for
Decision by Dermatologists for Skin Lesions using Bee Colony. IOP Conf. Ser. Mater. Sci. Eng. 2020, 745, 012098. [CrossRef]

20. Das, K.; Cockerell, C.J.; Patil, A.; Pietkiewicz, P.; Giulini, M.; Grabbe, S.; Goldust, M. Machine learning and its application in skin
cancer. Int. J. Environ. Res. Public Health 2021, 18, 13409. [PubMed]

21. Zhang, N.; Cai, Y.X.; Wang, Y.Y.; Tian, Y.T.; Wang, X.L.; Badami, B. Skin cancer diagnosis based on optimized convolutional neural
network. Artif. Intell. Med. 2020, 102, 101756. [CrossRef]

22. Vidya, M.; Karki, M.V. Skin cancer detection using machine learning techniques. In Proceedings of the 2020 IEEE international
conference on electronics, computing and communication technologies (CONECCT), Bangalore, India, 2–4 July 2020; IEEE:
Piscataway, NJ, USA, 2020; pp. 1–5.

23. Wang, Y.; Louie, D.C.; Cai, J.; Tchvialeva, L.; Lui, H.; Wang, Z.J.; Lee, T.K. Deep learning enhances polarization speckle for in vivo
skin cancer detection. Opt. Laser Technol. 2021, 140, 107006. [CrossRef]

24. Mehr, R.A.; Ameri, A. Skin Cancer Detection Based on Deep Learning. J. Biomed. Phys. Eng. 2022, 12, 559–568. [CrossRef]
25. Naqvi, M.; Gilani, S.Q.; Syed, T.; Marques, O.; Kim, H.-C. Skin Cancer Detection Using Deep Learning—A Review. Diagnostics

2023, 13, 1911. [CrossRef] [PubMed]
26. Hartanto, C.A.; Wibowo, A. Development of mobile skin cancer detection using faster R-CNN and MobileNet v2 model.

In Proceedings of the 2020 7th International Conference on Information Technology, Computer, and Electrical Engineering
(ICITACEE), Semarang, Indonesia, 24–25 September 2020; IEEE: Piscataway, NJ, USA, 2020; pp. 58–63.

27. Adla, D.; Reddy, G.V.R.; Nayak, P.; Karuna, G. Deep learning-based computer aided diagnosis model for skin cancer detection
and classification. Distrib. Parallel Databases 2022, 40, 717–736. [CrossRef]

28. Behara, K.; Bhero, E.; Agee, J.T.; Gonela, V. Artificial Intelligence in Medical Diagnostics: A Review from a South African Context.
Sci. Afr. 2022, 17, e01360. [CrossRef]

https://doi.org/10.1016/j.jare.2021.06.014
https://www.ncbi.nlm.nih.gov/pubmed/35127174
https://doi.org/10.1016/j.matpr.2020.07.366
https://doi.org/10.3390/ijerph17031017
https://www.ncbi.nlm.nih.gov/pubmed/32041101
https://doi.org/10.1016/S0140-6736(18)31559-9
https://www.ncbi.nlm.nih.gov/pubmed/30238891
http://www.statssa.gov.za
https://doi.org/10.4135/9781483345758.n113
https://doi.org/10.1002/iid3.623
https://www.health.gov.za
https://doi.org/10.1002/14651858.CD013194
https://doi.org/10.1111/pcmr.12907
https://www.sciencedaily.com/releases/2018/05/180528190839.htm
https://www.sciencedaily.com/releases/2018/05/180528190839.htm
https://doi.org/10.1684/ejd.2021.4171
https://www.ncbi.nlm.nih.gov/pubmed/35107069
https://doi.org/10.1016/j.matpr.2020.08.388
https://doi.org/10.1109/ACCESS.2020.2997710
https://doi.org/10.1007/s10278-019-00316-x
https://doi.org/10.1016/j.micpro.2020.103727
https://doi.org/10.3390/s22093327
https://doi.org/10.1088/1757-899X/745/1/012098
https://www.ncbi.nlm.nih.gov/pubmed/34949015
https://doi.org/10.1016/j.artmed.2019.101756
https://doi.org/10.1016/j.optlastec.2021.107006
https://doi.org/10.31661/jbpe.v0i0.2207-1517
https://doi.org/10.3390/diagnostics13111911
https://www.ncbi.nlm.nih.gov/pubmed/37296763
https://doi.org/10.1007/s10619-021-07360-z
https://doi.org/10.1016/j.sciaf.2022.e01360


Diagnostics 2024, 14, 636 30 of 32

29. Fraiwan, M.; Faouri, E. On the automatic detection and classification of skin cancer using deep transfer learning. Sensors 2022,
22, 4963. [CrossRef]

30. Patel, C.; Bhatt, D.; Sharma, U.; Patel, R.; Pandya, S.; Modi, K.; Cholli, N.; Patel, A.; Bhatt, U.; Khan, M.A.; et al. DBGC:
Dimension-based generic convolution block for object recognition. Sensors 2022, 22, 1780. [CrossRef]

31. Hemalatha, R.; Thamizhvani, T.; Dhivya AJ, A.; Joseph, J.E.; Babu, B.; Chandrasekaran, R. Active Contour Based Segmentation
Techniques for Medical Image Analysis. In Medical and Biological Image Analysis; IntechOpen: London, UK, 2018; p. 74576.

32. Almeida, M.A.M.; Santos, I.A.X. Classification models for skin tumor detection using texture analysis in medical images.
J. Imaging 2020, 6, 51–65. [CrossRef] [PubMed]

33. Liu, S.; Wang, Z.; An, Y.; Zhao, J.; Zhao, Y.; Zhang, Y.-D. EEG emotion recognition based on the attention mechanism and
pre-trained convolution capsule network. Knowl.-Based Syst. 2023, 265, 110372. [CrossRef]

34. Quan, H.; Xu, X.; Zheng, T.; Li, Z.; Zhao, M.; Cui, X. DenseCapsNet: Detection of COVID-19 from X-ray images using a capsule
neural network. Comput. Biol. Med. 2021, 133, 104399. [CrossRef]

35. Wang, Y.; Ning, D.; Feng, S. A novel capsule network based on wide convolution and multi-scale convolution for fault diagnosis.
Appl. Sci. 2020, 10, 3659. [CrossRef]

36. Mobiny, A.; Lu, H.; Nguyen, H.V.; Roysam, B.; Varadarajan, N. Automated classification of apoptosis in phase contrast microscopy
using capsule network. IEEE Trans. Med. Imaging 2020, 39, 1–10. [CrossRef]

37. Jones, O.T.; Matin, R.N.; Van der Schaar, M.; Bhayankaram, K.P.; Ranmuthu, C.K.I.; Islam, M.S.; Behiyat, D.; Boscott, R.; Calanzani,
N.; Emery, J.; et al. Artificial intelligence and machine learning algorithms for early detection of skin cancer in community and
primary care settings: A systematic review. Lancet Digit. Health 2022, 4, e466–e476. [CrossRef]

38. Thurnhofer-Hemsi, K.; Domínguez, E. A convolutional neural network framework for accurate skin cancer detection. Neural
Process. Lett. 2021, 53, 3073–3093. [CrossRef]

39. Kumar, M.; Alshehri, M.; AlGhamdi, R.; Sharma, P.; Deep, V. A DE-ANN inspired skin cancer detection approach using fuzzy
c-means clustering. Mob. Netw. Appl. 2020, 25, 1319–1329. [CrossRef]

40. Xi, E.; Bing, S.; Jin, Y. Capsule network performance on complex data. arXiv 2017, arXiv:1712.03480.
41. Gowthami, V.; Sneha, G. Melanoma Detection Using Recurrent Neural Network. In Advances in Automation, Signal Processing,

Instrumentation, and Control. i-CASIC 2020; Komanapalli, V.L.N., Sivakumaran, N., Hampannavar, S., Eds.; Lecture Notes in
Electrical Engineering; Springer: Singapore, 2021; Volume 700. [CrossRef]

42. Arshed, M.A.; Mumtaz, S.; Ibrahim, M.; Ahmed, S.; Tahir, M.; Shafi, M. Multiclass Skin Cancer Classification Using Vision
Transformer Networks and Convolutional Neural Network-Based Pre-Trained Models. Information 2023, 14, 415. [CrossRef]

43. Sabour, S.; Frosst, N.; Hinton, G.E. Dynamic Routing Between Capsules. Adv. Neural Inf. Process. Syst. 2017, 3856–3866.
44. Nawaz, M.; Mehmood, Z.; Nazir, T.; Naqvi, R.A.; Rehman, A.; Iqbal, M.; Saba, T. Skin cancer detection from dermoscopic images

using deep learning and fuzzy k-means clustering. Microsc. Res. Tech. 2022, 85, 339–351. [CrossRef] [PubMed]
45. Durgarao, N.; Sudhavani, G. Diagnosing skin cancer via C-means segmentation with enhanced fuzzy optimization. IET Image

Process. 2021, 15, 2266–2280. [CrossRef]
46. Keerthana, D.; Venugopal, V.; Nath, M.K.; Mishra, M. Hybrid convolutional neural networks with SVM classifier for classification

of skin cancer. Biomed. Eng. Adv. 2023, 5, 100069. [CrossRef]
47. Venugopal, V.; Raj, N.I.; Nath, M.K.; Stephen, N. A deep neural network using modified EfficientNet for skin cancer detection in

dermoscopic images. Decis. Anal. J. 2023, 8, 100278. [CrossRef]
48. Alwakid, G.; Gouda, W.; Humayun, M.; Sama, N.U. Melanoma detection using deep learning-based classifications. Healthcare

2022, 10, 2481. [CrossRef]
49. Lembhe, A.; Motarwar, P.; Patil, R.; Elias, S. Enhancement in Skin Cancer Detection using Image Super Resolution and Convolu-

tional Neural Network. Procedia Comput. Sci. 2023, 218, 164–173. [CrossRef]
50. Priyadharshini, N.; Selvanathan, N.; Hemalatha, B.; Sureshkumar, C. A novel hybrid Extreme Learning Machine and Teaching–

Learning-Based Optimization algorithm for skin cancer detection. Healthc. Anal. 2023, 3, 100161. [CrossRef]
51. Shorfuzzaman, M. An explainable stacked ensemble of deep learning models for improved melanoma skin cancer detection.

Multimed. Syst. 2022, 28, 1309–1323. [CrossRef]
52. Rashid, J.; Ishfaq, M.; Ali, G.; Saeed, M.R.; Hussain, M.; Alkhalifah, T.; Alturise, F.; Samand, N. Skin cancer disease detection

using transfer learning technique. Appl. Sci. 2022, 12, 5714. [CrossRef]
53. Kadampur, M.A.; Al Riyaee, S. Skin cancer detection: Applying a deep learning-based model driven architecture in the cloud for

classifying dermal cell images. Inform. Med. Unlocked 2020, 18, 100282. [CrossRef]
54. Alam, T.M.; Shaukat, K.; Khan, W.A.; Hameed, I.A.; Almuqren, L.A.; Raza, M.A.; Aslam, M.; Luo, S. An efficient deep learning-

based skin cancer classifier for an imbalanced dataset. Diagnostics 2022, 12, 2115. [CrossRef] [PubMed]
55. Lan, Z.; Cai, S.; He, X.; Wen, X. Fixcaps: An improved capsule network for diagnosis of skin cancer. IEEE Access 2022, 10,

76261–76267. [CrossRef]
56. Furriel, B.C.R.S.; Oliveira, B.D.; Prôa, R.; Paiva, J.Q.; Loureiro, R.M.; Calixto, W.P.; Reis, M.R.C.; Giavina-Bianchi, M. Artificial

Intelligence for Skin Cancer Detection and Classification for Clinical Environment: A Systematic Review. Front. Med. 2023, 10,
1305954. Available online: www.ncbi.nlm.nih.gov/pmc/articles/PMC10800812/ (accessed on 18 February 2024). [CrossRef]
[PubMed]

https://doi.org/10.3390/s22134963
https://doi.org/10.3390/s22051780
https://doi.org/10.3390/jimaging6060051
https://www.ncbi.nlm.nih.gov/pubmed/34460597
https://doi.org/10.1016/j.knosys.2023.110372
https://doi.org/10.1016/j.compbiomed.2021.104399
https://doi.org/10.3390/app10103659
https://doi.org/10.1109/TMI.2019.2918181
https://doi.org/10.1016/S2589-7500(22)00023-1
https://doi.org/10.1007/s11063-020-10364-y
https://doi.org/10.1007/s11036-020-01550-2
https://doi.org/10.1007/978-981-15-8221-9_146
https://doi.org/10.3390/info14070415
https://doi.org/10.1002/jemt.23908
https://www.ncbi.nlm.nih.gov/pubmed/34448519
https://doi.org/10.1049/ipr2.12194
https://doi.org/10.1016/j.bea.2022.100069
https://doi.org/10.1016/j.dajour.2023.100278
https://doi.org/10.3390/healthcare10122481
https://doi.org/10.1016/j.procs.2022.12.412
https://doi.org/10.1016/j.health.2023.100161
https://doi.org/10.1007/s00530-021-00787-5
https://doi.org/10.3390/app12115714
https://doi.org/10.1016/j.imu.2019.100282
https://doi.org/10.3390/diagnostics12092115
https://www.ncbi.nlm.nih.gov/pubmed/36140516
https://doi.org/10.1109/ACCESS.2022.3181225
www.ncbi.nlm.nih.gov/pmc/articles/PMC10800812/
https://doi.org/10.3389/fmed.2023.1305954
https://www.ncbi.nlm.nih.gov/pubmed/38259845


Diagnostics 2024, 14, 636 31 of 32

57. Dahou, A.; Aseeri, A.O.; Mabrouk, A.; Ibrahim, R.A.; Al-Betar, M.A.; Elaziz, M.A. Optimal Skin Cancer Detection Model Using
Transfer Learning and Dynamic-Opposite Hunger Games Search. Diagnostics 2023, 13, 1579. [CrossRef] [PubMed]

58. Mazhar, T.; Haq, I.; Ditta, A.; Mohsan, S.A.H.; Rehman, F.; Zafar, I.; Gansau, J.A.; Goh, L.P.W. The role of machine learning and
deep learning approaches for the detection of skin cancer. Healthcare 2023, 11, 415. [CrossRef] [PubMed]

59. Tahir, M.; Naeem, A.; Malik, H.; Tanveer, J.; Naqvi, R.A.; Lee, S.W. DSCC_Net: Multi-Classification Deep Learning Models for
Diagnosing of Skin Cancer Using Dermoscopic Images. Cancers 2023, 15, 2179. [CrossRef] [PubMed]

60. Mridha, K.; Uddin, M.M.; Shin, J.; Khadka, S.; Mridha, M.F. An Interpretable Skin Cancer Classification Using Optimized
Convolutional Neural Network for a Smart Healthcare System. IEEE Access 2023, 11, 41003–41018. [CrossRef]

61. Aladhadh, S.; Alsanea, M.; Aloraini, M.; Khan, T.; Habib, S.; Islam, M. An effective skin cancer classification mechanism via
medical vision transformer. Sensors 2022, 22, 4008. [CrossRef] [PubMed]

62. Bhimavarapu, U.; Battineni, G. Skin Lesion Analysis for Melanoma Detection Using the Novel Deep Learning Model Fuzzy
GC-SCNN. Healthcare 2022, 10, 962. [CrossRef] [PubMed]

63. Mahum, R.; Aladhadh, S. Skin Lesion Detection Using Handcrafted and DL-Based Features Fusion and LSTM. Diagnostics 2022,
12, 2974. [CrossRef]

64. Coronado-Gutiérrez, D.; López, C.; Burgos-Artizzu, X.P. Skin cancer high-risk patient screening from dermoscopic images via
Artificial Intelligence: An online study. medRxiv 2021. [CrossRef]

65. Atta, M.; Ahmed, O.; Rashed, A.; Ahmed, M. Advances in Image Enhancement for Performance Improvement: Mathematics,
Machine Learning and Deep Learning Solutions. IEEE Access 2021, 1–14. [CrossRef]

66. Ali, M.S.; Miah, M.S.; Haque, J.; Rahman, M.M.; Islam, M.K. An enhanced technique of skin cancer classification using
deep convolutional neural network with transfer learning models. Mach. Learn. Appl. 2021, 5, 2666–8270. Available online:
https://www.sciencedirect.com/science/article/pii/S2666827021000177 (accessed on 23 December 2023). [CrossRef]

67. Patro, S.G.; Sahu, K.K. Normalization: A Preprocessing Stage. arXiv 2015, arXiv:1503.06462. [CrossRef]
68. Lee, K.W.; Chin, R.K.Y. The Effectiveness of Data Augmentation for Melanoma Skin Cancer Prediction Using Convolutional

Neural Networks. In Proceedings of the 2020 IEEE 2nd International Conference on Artificial Intelligence in Engineering and
Technology (IICAIET), Kota Kinabalu, Malaysia, 26–27 September 2020; pp. 1–6. [CrossRef]

69. Gouda, W.; Sama, N.U.; Al-Waakid, G.; Humayun, M.; Jhanjhi, N.Z. Detection of Skin Cancer Based on Skin Lesion Images Using
Deep Learning. Healthcare 2022, 10, 1183. [CrossRef]

70. Daghrir, J.; Tlig, L.; Bouchouicha, M.; Sayadi, M. Melanoma skin cancer detection using deep learning and classical machine
learning techniques: A hybrid approach. In Proceedings of the 2020 5th International Conference on Advanced Technologies for
Signal and Image Processing (ATSIP), Sousse, Tunisia, 2–5 September 2020; IEEE: Piscataway, NJ, USA, 2020; pp. 1–5.

71. Modi, H.; Patel, H.; Patel, K. Comparative Analysis of Active Contour Models on Skin Cancer Images. In Proceedings of
the International Conference on IoT Based Control Networks & Intelligent Systems—ICICNIS. 2021. Available online: https:
//ssrn.com/abstract=3883925 (accessed on 23 December 2023). [CrossRef]

72. Riaz, F.; Naeem, S.; Nawaz, R.; Coimbra, M. Active Contours Based Segmentation and Lesion Periphery Analysis For Characteri-
zation of Skin Lesions in Dermoscopy Images. IEEE J. Biomed. Health Inform. 2018, 23, 489–500. [CrossRef] [PubMed]

73. Bayraktar, M.; Kockara, S.; Halic, T.; Mete, M.; Wong, H.K.; Iqbal, K. Local edge-enhanced active contour for accurate skin lesion
border detection. BMC Bioinform. 2019, 20, 87–97. [CrossRef] [PubMed]

74. Rodtook, A.; Khwunta, K.; Wanrudee, L.; Stanislav, S.M. Automatic initialization of active contours and level set method in
ultrasound images of breast abnormalities. Pattern Recognit. 2018, 79, 172–182. [CrossRef]

75. He, K.; Zhang, X.; Ren, S.; Sun, J. Deep Residual Learning for Image Recognition. 2016, pp. 770–778. Available online:
http://image-net.org/challenges/LSVRC/2015/ (accessed on 13 July 2023).

76. Dropout Regularization in Neural Networks: How It Works and When to Use It—Programmathically. Available online:
https://programmathically.com/dropout-regularization-in-neural-networks-how-it-works-and-when-to-use-it/ (accessed on
12 August 2022).

77. Sambyal, K.; Gupta, S.; Gupta, V. Skin Cancer Detection Using Resnet. In Proceedings of the International Conference on
Innovative Computing & Communication (ICICC). 2022. Available online: https://ssrn.com/abstract=4365250 (accessed on 29
January 2024). [CrossRef]

78. Pérez, E.; Ventura, S. Melanoma Recognition by Fusing Convolutional Blocks and Dynamic Routing between Capsules. Cancers
2021, 13, 4974. [CrossRef] [PubMed]

79. Woo, S.; Park, J.; Lee, J.Y.; Kweon, I.S. CBAM: Convolutional block attention module. In Proceedings of the European Conference
on Computer Vision (ECCV), Munich, Germany, 8–14 September 2018; pp. 3–19.

80. Yang, J.; Yang, G. Modified Convolutional Neural Network Based on Dropout, and the Stochastic Gradient Descent Optimizer.
Algorithms 2018, 11, 28. [CrossRef]

81. Pechyonkin, Max. “Understanding Hinton’s Capsule Networks. Part III: Dynamic Routing between Capsules.” AI3|Theory,
Practice, Business, 18 Dec. 2018. Available online: https://medium.com/ai%C2%B3-theory-practice-business/understanding-
hintons-capsule-networks-part-iii-dynamic-routing-between-capsules-349f6d30418 (accessed on 15 March 2024).

82. Xiang, C.; Zhang, L.; Tang, Y.; Zou, W.; Xu, C. MS-CapsNet: A novel multi-scale capsule network. IEEE Signal Process. Lett. 2018,
25, 1850–1854. [CrossRef]

https://doi.org/10.3390/diagnostics13091579
https://www.ncbi.nlm.nih.gov/pubmed/37174970
https://doi.org/10.3390/healthcare11030415
https://www.ncbi.nlm.nih.gov/pubmed/36766989
https://doi.org/10.3390/cancers15072179
https://www.ncbi.nlm.nih.gov/pubmed/37046840
https://doi.org/10.1109/ACCESS.2023.3269694
https://doi.org/10.3390/s22114008
https://www.ncbi.nlm.nih.gov/pubmed/35684627
https://doi.org/10.3390/healthcare10050962
https://www.ncbi.nlm.nih.gov/pubmed/35628098
https://doi.org/10.3390/diagnostics12122974
https://doi.org/10.1101/2021.02.04.21251132
https://doi.org/10.13140/RG.2.2.28219.34089
https://www.sciencedirect.com/science/article/pii/S2666827021000177
https://doi.org/10.1016/j.mlwa.2021.100036
https://doi.org/10.17148/IARJSET.2015.2305
https://doi.org/10.1109/IICAIET49801.2020.9257859
https://doi.org/10.3390/healthcare10071183
https://ssrn.com/abstract=3883925
https://ssrn.com/abstract=3883925
https://doi.org/10.2139/ssrn.3883925
https://doi.org/10.1109/JBHI.2018.2832455
https://www.ncbi.nlm.nih.gov/pubmed/29993589
https://doi.org/10.1186/s12859-019-2625-8
https://www.ncbi.nlm.nih.gov/pubmed/30871471
https://doi.org/10.1016/j.patcog.2018.01.032
http://image-net.org/challenges/LSVRC/2015/
https://programmathically.com/dropout-regularization-in-neural-networks-how-it-works-and-when-to-use-it/
https://ssrn.com/abstract=4365250
https://doi.org/10.2139/ssrn.4365250
https://doi.org/10.3390/cancers13194974
https://www.ncbi.nlm.nih.gov/pubmed/34638456
https://doi.org/10.3390/a11030028
https://medium.com/ai%C2%B3-theory-practice-business/understanding-hintons-capsule-networks-part-iii-dynamic-routing-between-capsules-349f6d30418
https://medium.com/ai%C2%B3-theory-practice-business/understanding-hintons-capsule-networks-part-iii-dynamic-routing-between-capsules-349f6d30418
https://doi.org/10.1109/LSP.2018.2873892


Diagnostics 2024, 14, 636 32 of 32

83. Rajasegaran, J.; Jayasundara, V.; Jayasekara, S.; Jayasekara, H.; Seneviratne, S.; Rodrigo, R. DeepCaps: Going deeper with capsule
networks. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), Long Beach, CA,
USA, 15–20 June 2019; pp. 10717–10725.

84. Göçeri, E. Classification of Skin Cancer Using Adjustable and Fully Convolutional Capsule Layers. Biomed. Signal Process. Control
2023, 85, 104949. [CrossRef]

85. Goceri, E. Capsule Neural Networks in Classification Of Skin Lesions. In Proceedings of the 15th International Conference on
Computer Graphics, Visualization, Computer Vision and Image Processing (CGVCVIP 2021), the 7th International Conference on
Connected Smart Cities (CSC 2021) and 6th International Conference on Big Data Analytics, Data Mining and Computational
Intel, Online, 21–23 July 2021.

86. Lan, Z.; Cai, S.; Zhu, J.; Xu, Y. A Novel Skin Cancer Assisted Diagnosis Method based on Capsule Networks with CBAM.
TechRxiv 2023. [CrossRef]

87. Boaro, J.M.; dos Santos PT, C.; Rocha, C.V.; Fontenele, T.; Júnior, G.B.; de Almeida, J.D.; de Paiva, A.C.; Rocha, S. Hybrid Capsule
Network Architecture Estimation for Melanoma Detection. In Proceedings of the 2020 International Conference on Systems,
Signals and Image Processing (IWSSIP), Niteroi, Brazil, 1–3 July 2020; pp. 93–98. [CrossRef]

88. Cruz, M.V.; Namburu, A.; Chakkaravarthy, S.; Pittendreigh, M.; Satapathy, S.C. Skin Cancer Classification using Convolutional
Capsule Network (CapsNet). J. Sci. Ind. Res. 2020, 79, 994–1001.

89. Wilson, A.C.; Roelofs, R.; Stern, M.; Srebro, N.; Recht, B. The marginal value of adaptive gradient methods in machine learning.
arXiv 2017, arXiv:1705.08292.

90. Hardt, M.; Recht, B.; Singer, Y. Train faster, generalize better: Stability of stochastic gradient descent. In Proceedings of the 33rd
International Conference on Machine Learning, New York, NY, USA, 19–24 June 2016; pp. 1225–1234.

91. Behara, K.; Bhero, E.; Agee, J.T. Skin Lesion Synthesis and Classification Using an Improved DCGAN Classifier. Diagnostics 2023,
13, 2635. [CrossRef] [PubMed]

92. Tschandl, P.; Rosendahl, C.; Kittler, H. The HAM10000 dataset, a large collection of multi-sources dermatoscopic images of
common pigmented skin lesions. Sci. Data 2018, 5, 180161. [CrossRef] [PubMed]

93. Alsahafi, Y.S.; Kassem, M.A.; Hosny, K.M. Skin-Net: A novel deep residual network for skin lesions classification using multilevel
feature extraction and cross-channel correlation with detection of outlier. J. Big Data 2023, 10, 105. [CrossRef]

94. Pérez-Perdomo, E.; Ventura, S. An ensemble-based Convolutional Neural Network model powered by a genetic algorithm for
melanoma diagnosis. Neural Comput. Appl. 2022, 34, 10429–10448. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

https://doi.org/10.1016/j.bspc.2023.104949
https://doi.org/10.36227/techrxiv.23291003.v1
https://doi.org/10.1109/IWSSIP48289.2020.9145127
https://doi.org/10.3390/diagnostics13162635
https://www.ncbi.nlm.nih.gov/pubmed/37627894
https://doi.org/10.1038/sdata.2018.161
https://www.ncbi.nlm.nih.gov/pubmed/30106392
https://doi.org/10.1186/s40537-023-00769-6
https://doi.org/10.1007/s00521-021-06655-7

	Introduction 
	Related Work 
	Methodology 
	Proposed Novel Lightweight Attention Mechanism-Capsule Neural Network Framework 
	Dataset Acquisition and Preparation 
	Image Preprocessing 
	Data Augmentation 
	Data Normalization 

	Image Segmentation 
	Feature Extraction 
	Skin Lesion Classification Using Lightweight-Guide Capsule Neural Network 
	Convolutional Block Attention Mechanism (CBAM) 
	Development of Proposed Capsule Neural Network 
	Stochastic Gradient Descent (SGD) Optimizer 


	Experimental Results 
	Dataset 
	Image Preprocessing 
	Active Contour Segmentation 
	Feature Extraction 
	Convexity 
	Circularity 
	Irregularity Index 
	Textural Pattern 
	Color Features 

	Results of Classification Phase Using Proposed Lightweight-Guided CapsNet Model 
	Comparison of LACapsNet Results with Augmentation and without Augmentation 
	Comparative Analysis 
	Accuracy 
	Sensitivity 
	Specificity 
	AUC-ROC 
	F1 Score 

	Research Summary 

	Conclusions and Future Scope 
	References

