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Abstract: Background: In the evolving field of maxillofacial surgery, integrating advanced tech-
nologies like Large Language Models (LLMs) into medical practices, especially for trauma triage,
presents a promising yet largely unexplored potential. This study aimed to evaluate the feasibility
of using LLMs for triaging complex maxillofacial trauma cases by comparing their performance
against the expertise of a tertiary referral center. Methods: Utilizing a comprehensive review of
patient records in a tertiary referral center over a year-long period, standardized prompts detailing
patient demographics, injury characteristics, and medical histories were created. These prompts
were used to assess the triage suggestions of ChatGPT 4.0 and Google GEMINI against the center’s
recommendations, supplemented by evaluating the AI’s performance using the QAMAI and AIPI
questionnaires. Results: The results in 10 cases of major maxillofacial trauma indicated moderate
agreement rates between LLM recommendations and the referral center, with some variances in
the suggestion of appropriate examinations (70% ChatGPT and 50% GEMINI) and treatment plans
(60% ChatGPT and 45% GEMINI). Notably, the study found no statistically significant differences
in several areas of the questionnaires, except in the diagnosis accuracy (GEMINI: 3.30, ChatGPT:
2.30; p = 0.032) and relevance of the recommendations (GEMINI: 2.90, ChatGPT: 3.50; p = 0.021). A
Spearman correlation analysis highlighted significant correlations within the two questionnaires,
specifically between the QAMAI total score and AIPI treatment scores (rho = 0.767, p = 0.010). Con-
clusions: This exploratory investigation underscores the potential of LLMs in enhancing clinical
decision making for maxillofacial trauma cases, indicating a need for further research to refine their
application in healthcare settings.

Keywords: Large Language Models (LLM); GEMINI; ChatGPT; maxillofacial; trauma; triage; AIPI;
QAMAI; maxillofacial surgery

1. Introduction

In the dynamic landscape of modern maxillofacial surgery, the intersection of advanced
technology and daily medical practice is continuously evolving [1,2]. This is particularly
evident in traumatology, a field where the complexity and urgency of injuries demands not
only a multidisciplinary management but also innovative solutions for efficient triage and
treatment planning. Maxillofacial trauma presents a unique set of challenges in medical
triage due to the anatomical complexity and the critical functional and aesthetic roles of
the facial region [3]. The variability in injury mechanisms—ranging from traffic collision
to interpersonal violence—leads to the incidence of multiple fractures and trauma-related
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vascular and parenchymal damage potentially involving all body organs [4]. These complex
cases further complicate the diagnosis, prioritization, and treatment planning processes [5].
Traditional triage systems may struggle to rapidly assimilate and analyze the diverse and
complex data associated with such injuries, potentially delaying critical interventions [6].

In the last few years, the effectiveness of telemedicine in enhancing the decision-
making process for the appropriate care setting of facial trauma patients, thereby potentially
minimizing unnecessary specialized facility transfers have led to increased application
of such technology [7]. Moving forward from this actual practice and imagining the next
future developments, we hypothesized that the integration of Large Language Models
(LLMs) in the maxillofacial traumatology triage process may be a promising yet uncharted
territory. LLMs are advanced AI-driven systems designed to understand, interpret, and
generate human language. Built on extensive neural network architectures, such as trans-
formers, these models are trained on vast datasets of text to learn language patterns, context,
and semantics. Their ability to understand and generate coherent, contextually relevant
responses makes them valuable in various applications, extending to fields like natural
language processing, content creation, customer service, and increasingly, healthcare [8].
LLMs are currently explored as valuable tools in surgical planning and various other
medical fields, including clinical decision making, biomedical research, and healthcare
education, as suggested by the recent literature [9,10]. In the context of emergency triage,
an original study aimed to assess the efficacy of ChatGPT and Google Bard, compared to
medical students, in conducting Simple Triage And Rapid Treatment (START triage) in
mass casualty incidents. The authors found that Google Bard exhibited a notably higher
accuracy rate of 60%, surpassing ChatGPT’s 26.67% accuracy, and closely matching the
64.3% accuracy rate of medical students [11]. Integrating LLMs into the triage and treat-
ment planning for maxillofacial trauma can offer significant advantages: (i) as LLMs can
understand and process complex medical histories and incident reports, a rapid preliminary
assessment of the patient’s condition—including the identification of critical details that
might affect triage decisions, such as the mechanism of injury, the presence of comorbidities,
and initial signs and symptoms—can be performed; (ii) by analyzing vast datasets, LLMs
can recognize patterns and correlations that might not be immediately apparent to human
clinicians, thus improving the triage both at individual level—enabling a personalized
approach to triage and treatment—and at a population level—ameliorating the triage
system itself and implementing preventive interventions; (iii) decision support can be
provided by suggesting triage and treatment pathways grounded in the latest medical
research and guidelines (i.e., quickly sift through the medical literature to find relevant
studies, guidelines, and case reports tailored to the specificity of each case); (iv) better
communication and coordination can be facilitated among the various specialists involved
in complex cases requiring multidisciplinary (e.g., generating comprehensive summaries
and recommendations based on the patient’s data, ensuring that all team members have
access to the same information); (v) LLMs can be used to create detailed simulations of
maxillofacial trauma cases for training purposes; (vi) deploying LLM-based systems can
make expert-level triage recommendations more accessible, especially in under-resourced
settings where specialist availability is limited.

While LLMs offer promising opportunities, there are several drawbacks and challenges
that must be considered: (i) processing sensitive patient information raises significant
concerns about data privacy and security, necessitating robust data protection measures;
therefore, LLMs use should be subject to rigorous regulatory scrutiny to ensure their
safety and efficacy; (ii) large datasets may contain inherent biases that can be perpetuated
and even amplified (e.g., if the data are predominantly from a certain demographic, the
model might perform less accurately for patients outside of that geographical area, thus
exacerbating health inequalities); (iii) healthcare providers might become overly reliant on
LLMs for decision making, potentially leading to complacency if the AI suggestions are
accepted without sufficient critical evaluation; (iv) as the models’ internal workings are
often opaque—resembling a “black box”—the recommendations made can be difficult to
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interpret, raising questions about accountability in cases of misdiagnosis as LLMs—despite
their advanced capabilities—are not infallible and can generate incorrect or irrelevant
recommendations; (v) medical knowledge and guidelines can change rapidly, and LLMs
might not immediately reflect the most current information unless they are continually
updated; (vi) developing, training, and implementing LLM-based systems can be costly
and resource-intensive (there is a need for substantial computational resources, as well
as ongoing maintenance and updates to the models), thus posing significant barriers for
smaller healthcare facilities and for low-resource healthcare systems.

To the best of our knowledge, no studies aiming to explore the use of LLMs in maxillo-
facial trauma triage have been published. Given this background, our aim was to conduct
an exploratory investigation to preliminarily assess the feasibility of an LLM-based triage
modality in supporting clinical decision making for complex maxillofacial trauma cases.
As a primary aim, we focused on the level of agreement between the proposed LLM-based
triage process and tertiary referral center real-life experience. As a secondary aim, we
evaluated the AI’s performance with existing validated questionnaires to rank their answer
within the scope of the study.

2. Materials and Methods
2.1. Patients and Triage System

We comprehensively reviewed the medical chart of patients treated from 1 January
2023 to 31 December 2023 at a tertiary referral center for head and neck fractures (Max-
illofacial Surgery Unit, Department of Medical Biotechnologies, University of Siena, Italy).
Inclusion criteria were as follows: (i) major traumas defined as significant injury or injuries
that have potential to be life-threatening or life-changing sustained from either high-energy
mechanisms or low-energy mechanisms in those rendered vulnerable by extremes of
age/comorbidities [12]; (ii) complete medical and surgical reports and follow-up. The med-
ical and surgical data of included patients were retrieved and prompts were generated in
order to ask ChatGPT 4.0 (OpenAI, San Francisco, CA, USA) and Google GEMINI (Google,
Washington, DC, USA) to propose a specific triage process and surgical management.

2.2. Prompt Design

Standardized case-based prompts were formulated, encompassing detailed patient
demographics, specific maxillofacial injury characteristics, medical history, and comorbidi-
ties. This approach aimed to simulate the clinical complexity encountered in maxillofacial
trauma triage. Uniformity in prompts was maintained across both LLMs, ensuring compa-
rability (see example in Supplementary Materials). The prompts’ clinical relevance was
validated by maxillofacial surgery experts to accurately reflect the informational needs
for triage and management decisions. Each scenario was input into the AI interfaces se-
quentially following a strict protocol on 29 February 2024. To avoid any bias and maintain
consistency, each case was entered using a new instance of the chat interface, with internet
cache data cleared beforehand. A carefully designed standard input phrase was used across
all cases: “You are a maxillofacial surgeon receiving the following patient’s documentation:
provide the most appropriate triage process based on the presented information”. This
was the initial prompt. Furthermore, a second prompt requested the AI to “Please provide
references to support your triage choice”. The evaluation of the AI’s suggestions was con-
ducted by comparing its recommended specialist consultations and surgical interventions
with those of the tertiary referral center.

2.3. LLMs Answer Evaluation: QAMAI and AIPI

An expert surgeon panel of reviewers was composed including six maxillofacial
surgeons, each having more than 5 years of specialist experience. The responses of the
two LLMs and the ones of the control group were evaluated using the QAMAI tool, an
instrument with 6 items, consisting of Likert scales that range from 1 (strongly disagree)
to 5 (strongly agree), which assess the accuracy, clarity, relevance, the completeness, and
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the quality of the references and usefulness, as previously reported [13]. The total score
can range from 5 to 30. The Artificial Intelligence Performance Instrument (AIPI) was
also employed. This tool consists of nine items, divided into four sub-scores that evaluate
the AI’s performance in the areas of considering patient features, suggesting a differential
diagnosis, proposing additional examinations, and suggesting a treatment plan. The final
score ranged from 0 to 20.

2.4. Statistical Analysis

A comparative analysis of ChatGPT and GEMINI responses was conducted using the
paired t-test to highlight any possible performance discrepancies. A Spearman analysis
was conducted to explore the correlation between AIPI and QAMAI questionnaires. A
p value < 0.05 was considered statistically significant. The statistical software used was
Jamovi 2.3 (The Jamovi Project 2022, Sydney, Australia).

3. Results

The analysis of the surgical database at our institution resulted in 157 maxillofacial
fractures being treated during the study period. Of these, 94 fractures were excluded
as not fulfilled criteria of major trauma and 53 were excluded as not having a complete
report available, leading to the final inclusion of 10 consecutive cases, as outlined in
Table 1. The cohort comprised three females and seven males with a mean age of 38.9 years
(SD 16.68 years). The nature of injuries varied significantly, with incidents ranging from
car accidents to domestic falls and physical aggression. Notably, the types of maxillofacial
fractures encountered were diverse, including injuries to the orbital floor, nasal, maxillary,
mandibular, and zygomatic bones, among others.

Table 1. Main characteristics of maxillofacial trauma cases.

Date of Incident Age, Sex Comorbidities Nature of Injury Maxillofacial
Fractures

Concomitant
Injuries

Case 1 October 2023 9, Female None Car accident Orbital floor, nasal,
maxillary None

Case 2 April 2023 15, male None Car accident Mandibular Cerebral,
arm-wrist

Case 3 January 2023 40, male AIDS Aggression Mandibular None

Case 4 November 2023 51, female Cerebral Palsy Domestic Fall Mandibular None

Case 5 November 2023 35, male None Aggression
Frontal bone, Orbital
roof and medial wall,

nasal septum
None

Case 6 May 2023 41, male None Car Accident Maxillary, zygomatic,
orbit, nasal bones Cerebral

Case 7 April 2023 28, male None Bike accident Mandibular Odontological

Case 8 October 2023 64, female None Domestic fall Zygomatic,
orbital floor, Cerebral

Case 9 February 2023 52, male None Car Accident Mandibular Odontological

Case 10 January 2023 54, male None Aggression Zygomatic,
orbital floor, None

The ME section of Table 2 outlines the specialist consultations recommended by
each entity. ChatGPT’s recommendations varied, including referrals to ophthalmologists,
neurologists, orthopedics, infectious disease specialists, and dentists, depending on the
case specifics.
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Table 2. Triage indication (multidisciplinary evaluation and treatment) of LLMs and tertiary
referral center.

Multidisciplinary Evaluation Treatment

ChatGPT 4.0 GEMINI Tertiary Referral
Center ChatGPT 4.0 GEMINI Tertiary Referral

Center

Case 1 Ophthalmologist Ophthalmologist Opthalmologist Observation,
Orbital floor repair

Orbital floor
repair Orbital floor repair

Case 2 Neurologist,
orthopedic NA Neurologist,

orthopedic ORIF ORIF ORIF, post-operative
rehabilitation

Case 3 Infectious
diseases Dentist NA ORIF, antibiotics ORIF; antibiotics ORIF; antibiotic

Case 4 NA NA NA ORIF ORIF ORIF, post-operative
rehabilitation

Case 5 Neurologist,
ophthalmologist NA Neurologist,

ophthalmologist ORIF, antibiotics ORIF ORIF, antibiotics,
post-operative ICU

Case 6 NA Ophthalmologist,
otolaryngologist

Neurologist,
ophthalmologist

Orbital
decompression,

ORIF

ORIF, soft tissue
reconstruction ORIF, antibiotic

Case 7 Dentist Otolaryngologist Dentist ORIF, teeth
splinting

ORIF,
post-operative
rehabilitation

ORIF, teeth splinting,
post-operative
rehabilitation

Case 8 NA NA Ophthalmologist ORIF ORIF ORIF

Case 9 Dentist NA Dentist ORIF, teeth
splinting

Intermaxillary
fixation

ORIF, teeth splinting,
post-operative
rehabilitation

Case 10 NA NA Ophthalmologist ORIF ORIF ORIF

Abbreviations: acquired immune deficiency syndrome (AIDS); intermaxillary fixation (IMF); not applicable (NA);
open reduction internal fixation (ORIF).

GEMINI, in some instances, did not provide specific recommendations (marked as
NA—not applicable), while the tertiary referral center’s recommendations included a mix
of the specialists listed above. ChatGPT showed a 70% match rate with the tertiary referral
center, suggesting a moderate level of agreement. GEMINI’s recommendations matched
50% of the time with the gold standard, indicating a slight lower level of concordance. The
treatment section in Table 2 details the therapeutic approaches suggested, including various
procedures like open reduction internal fixation (ORIF), orbital floor repair, antibiotics, and
post-operative interventions like rehabilitation or intensive care. ChatGPT demonstrated a
60% match rate with the tertiary referral center, indicating a relatively higher consistency
in treatment recommendations. GEMINI matched the gold standard in 45% of the cases,
showing a fair level of agreement but still behind ChatGPT.

The comparative analysis of AIPI and QAMAI scores for GEMINI and ChatGPT, as
comprehensively detailed in the results in Table 3, showed notable variances in performance
across a spectrum of items. GEMINI generally performed slightly better than ChatGPT
according to AIPI questionnaire evaluations with a statistically significant higher score in
diagnosis (GEMINI: 3.30, ChatGPT: 2.30; p = 0.032). However, in other areas like additional
examinations and treatment plans, differences were not statistically significant, and a
higher total score (GEMINI: 9.50, ChatGPT: 7.60; p = 0.052) approaching but not reaching
statistical significance was retrieved. According to the QAMAI questionnaire, ChatGPT
scored slightly higher across most metrics but showed a statistically significant difference
only in the relevance item (GEMINI: 2.90, ChatGPT: 3.50; p = 0.021). Although ChatGPT
overall performance was better in terms of total QAMAI, this difference was not statistically
significant (GEMINI: 18.40, ChatGPT: 18.85; p = 0.765).
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The Spearman correlation analysis between the QAMAI and AIPI scores revealed
significant intra and intercorrelations, as shown in Figure 1. Strong positive correlations
were observed within the QAMAI scores themselves. Specifically, the correlation between
accuracy and clarity was notably high (Spearman’s rho = 0.950, p < 0.001), as was the corre-
lation between accuracy and relevance (rho = 0.876, p < 0.001), and between accuracy and
completeness (rho = 0.900, p < 0.001). A significant positive correlation emerged between
the QAMAI total score and AIPI treatment scores (rho = 0.767, p = 0.010). Other AIPI dimen-
sions such as patient feature consideration, diagnosis, and additional examinations did not
show significant correlations with QAMAI scores. Additionally, a negative correlation was
observed between AIPI diagnosis and additional examinations (rho = −0.667, p = 0.035).
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Figure 1. Spearman correlation matrix of ChatGPT’s QAMAI and AIPI scores: the heatmap visualizes
the Spearman correlation matrix for various QAMAI scores and AIPI scores related to ChatGPT’s
performance. Each cell in the heatmap represents the Spearman correlation coefficient between
two variables, with the color intensity and the value indicating the strength and direction of the
correlation. Positive correlations are indicated by warmer colors (red), whereas negative correlations
are shown with cooler colors (blue). Asterisks indicates significant values: * p < 0.05, *** p < 0.001.
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Table 3. AIPI and QAMAI Scores results of LLMs.

Metric GEMINI Mean (SD) ChatGPT Mean (SD) p-Value

AIPI: Patient Feature 2.83 (0.89) 2.75 (1.27) 0.859

AIPI: Diagnosis 3.30 (0.66) 2.30 (1.32) 0.032 *

AIPI: Additional Examination 1.50 (0.77) 2.00 (1.33) 0.327

AIPI: Treatment 1.86 (0.39) 2.10 (0.57) 0.150

AIPI: Total 9.50 (1.98) 7.60 (2.59) 0.052

QAMAI: Accuracy 3.03 (0.29) 3.10 (0.99) 0.802

QAMAI: Clarity 3.47 (0.36) 3.50 (0.88) 0.902

QAMAI: Relevance 2.90 (0.35) 3.50 (0.88) 0.021 *

QAMAI: Completeness 3.00 (0.47) 2.9 (1.12) 0.802

QAMAI: References 3.07 (0.41) 2.65 (1.11) 0.214

QAMAI: Usefulness 2.93 (0.30) 3.20 (1.01) 0.396

QAMAI: Total 18.40 (1.64) 18.85 (5.37) 0.765

* Significance levels: * p < 0.05.

4. Discussion

This study evaluated the performance of ChatGPT and GEMINI in the trauma triage
setting, exploring its potential as an aid in the clinical decision making of maxillofacial
trauma cases, and ranking the AI’s performance with existing validated questionnaires.
Previous research has delved into the application of LLMs within Emergency Triage, with a
particular emphasis on aspects such as triage scores, hospitalization rates, and estimations
of critical illness [11,14–16]. However, according to our knowledge, this is the first study
in the literature to investigate both the diagnostic accuracy and appropriateness of triage
recommendations of LLMs in response to maxillofacial trauma cases. Moreover, given
the recent release of GEMINI, few studies that compare these advanced LLMs have been
conducted [17,18]. Our findings confirmed that LLMs hold promise in trauma triage, but
improvements are necessary for reliable implementation in clinical practice. During the
last year, the application of LLMs in healthcare has dramatically increased [19–22]. The
deployment of these models raises some concerns regarding potential biases in algorithmic
decision making, adherence to medical regulatory frameworks, risk of hallucination, and
privacy issues [23–26]. As a result, an empirical validation of their outputs still remains
mandatory at this time [27]. The integration of LLMs into established healthcare infrastruc-
tures and their reliance on comprehensive high-quality datasets are non-trivial challenges
that necessitate prompt and careful consideration [2]. Inappropriate or inaccurate advice
remains the largest challenge to integrating a patient-interactive AI triage tool. Among
the greatest concerns include a potential delay in patients seeking urgently or emergently
needed medical attention following trauma. Legal liability from errors in judgment or
delays in care attributed to an AI triage tool may dissuade surgeons from integrating such
technology into their practices [28].

Based on our preliminary data, LLMs seem to be at potential risk of underperforming
the comprehensive evaluation of complex trauma cases. These concerns, however, are
not unique to an AI interface but are similar to concerns present when training new or
inexperienced clinical staff that may be triaging patients [29]. In this pilot study, ChatGPT
exhibited a slightly higher match rate with the referral center both in specialist consultations
and treatment recommendations compared to GEMINI. Regarding multidisciplinary evalu-
ation, ChatGPT showed a 70% match rate with the tertiary referral center. Previous studies
suggest that chatbots potentially decrease unnecessary clinical appointments and release
valuable resources for those in greater need [30]. However, in our study, LLMs in some
cases proposed more additional specialist visits than recommended by the gold standard.
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At this stage, it is unclear if the AI can provide a more holistic view of patients’ conditions
or may be prone to propose unnecessary visits potentially delaying appropriate diagnosis
and treatment. It is essential to further explore the clinical relevance and appropriateness
of these additional recommendations, in terms of the time spent on and overall cost of
an appropriate diagnosis. The negative correlation observed between AIPI diagnosis and
additional examinations implies that higher accuracy in diagnosis recommendations by
ChatGPT may result in less emphasis on suggesting additional examinations (see Figure 1).
While this may indicate a potential limitation of ChatGPT in considering the need for further
diagnostic testing, it also highlights the importance of integrating clinical judgment and
contextual knowledge alongside AI-generated recommendations to ensure comprehensive
patient care. In terms of treatment recommendations, ChatGPT demonstrated a relatively
higher consistency with the referral center (60% match rate) compared to GEMINI (50%
match rate). This indicates that ChatGPT’s suggestions were more in line with established
clinical practices, potentially leading to better patient outcomes. The observed variance in
recommendations between ChatGPT and Google GEMINI within our study offers insights
into the capabilities of different LLMs, underscoring the importance of the underlying
architecture and training datasets in shaping the models’ output. Therefore, our compari-
son highlights the necessity for interdisciplinary oversight where AI recommendations are
evaluated and contextualized by human experts. As delineated in the results in Table 3,
GEMINI provided a superiority over ChatGPT in terms of AIPI score and, conversely,
underperformed in the QAMAI score. These differences were statistically significant for the
“diagnosis” item of the AIPI questionnaire (GEMINI: 3.30, ChatGPT: 2.30; p = 0.032) and
the “relevance” item of the QAMAI questionnaire (GEMINI: 2.90, ChatGPT: 3.50; p = 0.021).
These data apparently contrast with the matching percentage of LLMs against tertiary refer-
ral centers. Nonetheless, most scores, and specifically the total scores of AIPI and QAMAI,
were not statistically different, as specified in Table 3. Additional research is required to
elucidate the relationship between the outcomes provided by LLMs and the metrics of
evaluation tools like AIPI and QAMAI. Our study examining the connections between
two distinct questionnaires revealed multiple correlations within the QAMAI constructs,
as well as a significant correlation between the overall QAMAI score and AIPI treatment
scores (rho = 0.767, p = 0.010), as illustrated in Figure 1. These findings initially support
the construct validity of both questionnaires. However, more detailed investigations are
necessary to determine threshold values and establish precise guidelines and applications
for each questionnaire across various settings. Based on our results, we can assert that the
LLMs models effectively recognized all patients who needed surgery. Indeed, in all cases
where the gold standard indicated surgery (ORIF), both GEMINI and ChatGPT proposed
surgery as the treatment. However, they can struggle with accurately specifying proper
surgical treatment details. In particular, in one case, GEMINI inadequately proposed inter-
maxillary fixation and missed the necessity of teeth splinting in another case, resulting in
less appropriateness than ChatGPT in treatment proposals.

Overall, the findings of this study underscore the potential of LLMs as a valuable tool
in clinical decision-making processes, particularly in providing accurate and relevant treat-
ment recommendations. However, akin to Patel’s findings, integrating LLMs into clinical
settings presents numerous hurdles. A key issue with chatbots is their susceptibility to
hallucinations, wherein they generate outputs that appear logical but are factually incorrect
or irrelevant to the input context [31,32]. This phenomenon arises from inherent biases,
limited real-world comprehension, or constraints in training data. In our investigation, all
conversations were initiated independently to prevent contextual interference Furthermore,
it is imperative to recognize two significant constraints when considering the utilization
of chatbots such as ChatGPT or GEMINI for practical medical applications. Firstly, these
platforms are not explicitly tailored or authorized for medical diagnosis, treatment, or
decision making [33,34]. While they can furnish general information and responses, they
cannot serve as a substitute for professional medical advice or consultation with qualified
healthcare providers. Secondly, the efficacy of AI models is contingent upon the quality of



Diagnostics 2024, 14, 839 9 of 11

input data, necessitating careful manual input of relevant information. Their precision and
dependability are greatly influenced by the data they are trained on [35]. Accordingly, our
preliminary results also pointed to the possible limitations and the subsequent need for
strict observation by trained and experienced medical professionals who should employ a
continuous monitorization of performances and biases of LLMs in healthcare, as a basis for
their future development [36].

The strengths of our manuscript lie in the pioneering examination of LLMs for maxillo-
facial trauma triage, offering a cutting-edge perspective in medical technology application
and providing valuable comparative insights through real-case scenario analysis. However,
it is important to acknowledge limitations, primarily revolving around the exploratory and
preliminary nature of the study (e.g., small samples, single-center design, and paucity of
quantifying outcomes). Additionally, the study’s reliance on specific LLMs (ChatGPT and
GEMINI) may not comprehensively represent the capabilities of other emerging models. In
conclusion, we underscore the imperative for future randomized controlled trials (RCTs)
and observational studies in clinical settings to rigorously test the hypothesis of the present
manuscript. Emphasizing empirical, data-driven approaches, future studies should strive
to establish a clear, evidence-based framework for the integration of LLMs in healthcare,
ensuring their contributions are both effective and ethically sound in enhancing patient
care and medical decision-making processes. Different LLMs may develop unique ‘areas
of expertise’ or ‘interpretive biases’ based on their training, ultimately influencing their
clinical recommendations. Therefore, a strategic selection of LLMs in clinical settings may
be appropriate, where the choice of model could be tailored to the specific nature of the
clinical question or the complexity of the case at hand. Moreover, analyzing cases where the
models diverge could reveal gaps in their training data or areas where additional context
could enhance their performance, as an opportunity for iterative improvement.

5. Conclusions

While the evaluation of ChatGPT and GEMINI performance across all clinical scenarios
represents a challenge for physicians, this preliminary study illustrates their potential
ability to deliver recommendations for maxillofacial trauma cases. Even though moderate
agreement with tertiary referral centers and a fair quality of provided information have
been retrieved, the limitations identified highlight the necessity for continued supervision
and monitoring of these interfaces as they evolve. Future large-scale studies with robust
methodologies are warranted to definitively assess the efficacy and safety of integrating
LLMs into clinical workflows for maxillofacial trauma management.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/diagnostics14080839/s1.

Author Contributions: Conceptualization, A.F., S.B. and L.C.; methodology, A.F. and S.B.; formal
analysis, A.F. and L.F.; investigation, A.F., L.F., S.B. and L.L.; resources, A.F. and S.B.; data curation,
A.F., L.F. and S.B.; writing—original draft preparation, A.F. and L.C.; writing—review and editing,
A.F., L.F., L.C., S.B., G.C. and G.G.; visualization, A.F.; supervision G.G. and P.G.; project adminis-
tration G.G. and P.G.; funding acquisition, not applicable. All authors have read and agreed to the
published version of the manuscript.

Funding: The APC was funded by the University of Siena golden access fund of the author G.G.
(http://www.sba.unisi.it/autori-unisi).

Institutional Review Board Statement: The study was conducted in accordance with the Declaration
of Helsinki and approved by the Clinical Ethic Committee (COMEC) of the Siena University Hospital
on 7 October 2023, protocol n.7/2023.

Informed Consent Statement: Informed consent was obtained from all subjects involved in the study.

Data Availability Statement: The data presented in this study are available on request from the
corresponding author.

Conflicts of Interest: The authors declare no conflicts of interest.

https://www.mdpi.com/article/10.3390/diagnostics14080839/s1
https://www.mdpi.com/article/10.3390/diagnostics14080839/s1
http://www.sba.unisi.it/autori-unisi


Diagnostics 2024, 14, 839 10 of 11

References
1. Miragall, M.F.; Knoedler, S.; Kauke-Navarro, M.; Saadoun, R.; Grabenhorst, A.; Grill, F.D.; Ritschl, L.M.; Fichter, A.M.; Safi, A.-F.;

Knoedler, L. Face the Future-Artificial Intelligence in Oral and Maxillofacial Surgery. J. Clin. Med. 2023, 12, 6843. [CrossRef]
[PubMed]

2. Baig, Z.; Lawrence, D.; Ganhewa, M.; Cirillo, N. Accuracy of Treatment Recommendations by Pragmatic Evidence Search and
Artificial Intelligence: An Exploratory Study. Diagnostics 2024, 14, 527. [CrossRef] [PubMed]

3. Cascino, F.; Pini, N.; Giovannoni, M.E.; Aboh, I.V.; Gabriele, G.; Niccolai, G.; Zerini, F.; Amadi, J.U.; Gennaro, P. Our Experience
Managing Difficult Accidental Chainsaw Trauma. J. Craniofac. Surg. 2019, 30, 2207–2210. [CrossRef] [PubMed]

4. Chu, Z.G.; Yang, Z.G.; Dong, Z.H.; Chen, T.W.; Zhu, Z.Y.; Deng, W.; Xiao, J.H. Features of cranio-maxillofacial trauma in the
massive Sichuan earthquake: Analysis of 221 cases with multi-detector row CT. J. Craniomaxillofac. Surg. 2011, 39, 503–508.
[CrossRef] [PubMed]

5. Cascino, F.; Cerase, A.; Gennaro, P.; Latini, L.; Fantozzi, V.; Gabriele, G. Multidisciplinary evaluation of orbital floor fractures:
Dynamic MRI outcomes. Orbit 2023, 42, 592–597. [CrossRef] [PubMed]

6. Gabriele, G.; Nigri, A.; Pini, N.; Carangelo, B.R.; Cascino, F.; Fantozzi, V.; Funaioli, F.; Luglietto, D.; Gennaro, P. COVID-19
pandemic: The impact of Italian lockdown on maxillofacial trauma incidence in southern Tuscany. Ann. Ital. Chir. 2022, 92,
135–139.

7. Wang, T.T.; Lee, C.C.; Luo, A.D.; Hajibandeh, J.T.; Peacock, Z.S. Using Telemedicine to Guide Interfacility Transfer for Facial
Trauma. J. Oral Maxillofac. Surg. 2023, 81, 387–388. [CrossRef] [PubMed]

8. Li, H.; Moon, J.T.; Purkayastha, S.; Celi, L.A.; Trivedi, H.; Gichoya, J.W. Ethics of large language models in medicine and medical
research. Lancet Digit. Health 2023, 5, e333–e335. [CrossRef]

9. Liu, H.Y.; Alessandri-Bonetti, M.; Arellano, J.A.; Egro, F.M. Can ChatGPT be the Plastic Surgeon’s New Digital Assistant? A
Bibliometric Analysis and Scoping Review of ChatGPT in Plastic Surgery Literature. Aesthetic. Plast. Surg. 2023. [CrossRef]
[PubMed]

10. Frosolini, A.; Franz, L.; Benedetti, S.; Vaira, L.A.; de Filippis, C.; Gennaro, P.; Marioni, G.; Gabriele, G. Assessing the accuracy of
ChatGPT references in head and neck and ENT disciplines. Eur. Arch. Otorhinolaryngol. 2023, 280, 5129–5133. [CrossRef]

11. Gan, R.K.; Ogbodo, J.C.; Wee, Y.Z.; Gan, A.Z.; González, P.A. Performance of Google bard and ChatGPT in mass casualty incidents
triage. Am. J. Emerg. Med. 2024, 75, 72–78. [CrossRef] [PubMed]

12. Thompson, L.; Hill, M.; Lecky, F.; Shaw, G. Defining major trauma: A Delphi study. Scand. J. Trauma. Resusc. Emerg. Med. 2021,
29, 63. [CrossRef] [PubMed]

13. Vaira, L.A.; Lechien, J.R.; Abbate, V.; Allevi, F.; Audino, G.; Beltramini, G.A.; Bergonzani, M.; Bolzoni, A.; Committeri, U.; Crimi, S.;
et al. Accuracy of ChatGPT-Generated Information on Head and Neck and Oromaxillofacial Surgery: A Multicenter Collaborative
Analysis. Otolaryngol. Head Neck Surg. 2023. [CrossRef] [PubMed]

14. Jacob, J. ChatGPT: Friend or Foe?-Utility in Trauma Triage. Indian J. Crit. Care Med. 2023, 27, 563–566. [CrossRef] [PubMed]
15. Fraser, H.; Crossland, D.; Bacher, I.; Ranney, M.; Madsen, T.; Hilliard, R. Comparison of Diagnostic and Triage Accuracy of Ada

Health and WebMD Symptom Checkers, ChatGPT, and Physicians for Patients in an Emergency Department: Clinical Data
Analysis Study. JMIR Mhealth Uhealth 2023, 11, e49995. [CrossRef] [PubMed]

16. Gebrael, G.; Sahu, K.K.; Chigarira, B.; Tripathi, N.; Thomas, V.M.; Sayegh, N.; Maughan, B.L.; Agarwal, N.; Swami, U.; Li, H.
Enhancing Triage Efficiency and Accuracy in Emergency Rooms for Patients with Metastatic Prostate Cancer: A Retrospective
Analysis of Artificial Intelligence-Assisted Triage Using ChatGPT 4.0. Cancers 2023, 15, 3717. [CrossRef] [PubMed]

17. Masalkhi, M.; Ong, J.; Waisberg, E.; Lee, A.G. Google DeepMind’s gemini AI versus ChatGPT: A comparative analysis in
ophthalmology. Eye 2024. [CrossRef] [PubMed]

18. Carlà, M.M.; Gambini, G.; Baldascino, A.; Giannuzzi, F.; Boselli, F.; Crincoli, E.; D’onofrio, N.C.; Rizzo, S. Exploring AI-chatbots’
capability to suggest surgical planning in ophthalmology: ChatGPT versus Google Gemini analysis of retinal detachment cases.
Br. J. Ophthalmol. 2024. [CrossRef] [PubMed]

19. Sorin, V.; Glicksberg, B.S.; Artsi, Y.; Barash, Y.; Konen, E.; Nadkarni, G.N.; Klang, E. Utilizing large language models in breast
cancer management: Systematic review. J. Cancer Res. Clin. Oncol. 2024, 150, 140. [CrossRef] [PubMed]

20. Lechien, J.R.; Briganti, G.; Vaira, L.A. Accuracy of ChatGPT-3.5 and -4 in providing scientific references in otolaryngology-head
and neck surgery. Eur. Arch. Otorhinolaryngol. 2024, 281, 2159–2165. [CrossRef] [PubMed]

21. Suárez, A.; Jiménez, J.; de Pedro, M.L.; Andreu-Vázquez, C.; García, V.D.-F.; Sánchez, M.G.; Freire, Y. Beyond the Scalpel:
Assessing ChatGPT’s potential as an auxiliary intelligent virtual assistant in oral surgery. Comput. Struct. Biotechnol. J. 2023, 24,
46–52. [CrossRef] [PubMed]

22. Abou-Abdallah, M.; Dar, T.; Mahmudzade, Y.; Michaels, J.; Talwar, R.; Tornari, C. The quality and readability of patient
information provided by ChatGPT: Can AI reliably explain common ENT operations? Eur. Arch. Otorhinolaryngol. 2024.
[CrossRef] [PubMed]

23. Crook, B.S.; Park, C.N.; Hurley, E.T.; Richard, M.J.; Pidgeon, T.S. Evaluation of Online Artificial Intelligence-Generated Information
on Common Hand Procedures. J. Hand. Surg. Am. 2023, 48, 1122–1127. [CrossRef] [PubMed]

24. Funk, P.F.; Hoch, C.C.; Knoedler, S.; Knoedler, L.; Cotofana, S.; Sofo, G.; Dezfouli, A.B.; Wollenberg, B.; Guntinas-Lichius, O.;
Alfertshofer, M. ChatGPT’s Response Consistency: A Study on Repeated Queries of Medical Examination Questions. Eur. J.
Investig. Health Psychol. Educ. 2024, 14, 657–668. [CrossRef] [PubMed]

https://doi.org/10.3390/jcm12216843
https://www.ncbi.nlm.nih.gov/pubmed/37959310
https://doi.org/10.3390/diagnostics14050527
https://www.ncbi.nlm.nih.gov/pubmed/38472998
https://doi.org/10.1097/SCS.0000000000005846
https://www.ncbi.nlm.nih.gov/pubmed/31469728
https://doi.org/10.1016/j.jcms.2010.10.022
https://www.ncbi.nlm.nih.gov/pubmed/21112795
https://doi.org/10.1080/01676830.2022.2155974
https://www.ncbi.nlm.nih.gov/pubmed/36541287
https://doi.org/10.1016/j.joms.2022.12.022
https://www.ncbi.nlm.nih.gov/pubmed/37011967
https://doi.org/10.1016/S2589-7500(23)00083-3
https://doi.org/10.1007/s00266-023-03709-0
https://www.ncbi.nlm.nih.gov/pubmed/37853081
https://doi.org/10.1007/s00405-023-08205-4
https://doi.org/10.1016/j.ajem.2023.10.034
https://www.ncbi.nlm.nih.gov/pubmed/37967485
https://doi.org/10.1186/s13049-021-00870-w
https://www.ncbi.nlm.nih.gov/pubmed/33971922
https://doi.org/10.1002/ohn.489
https://www.ncbi.nlm.nih.gov/pubmed/37595113
https://doi.org/10.5005/jp-journals-10071-24498
https://www.ncbi.nlm.nih.gov/pubmed/37636841
https://doi.org/10.2196/49995
https://www.ncbi.nlm.nih.gov/pubmed/37788063
https://doi.org/10.3390/cancers15143717
https://www.ncbi.nlm.nih.gov/pubmed/37509379
https://doi.org/10.1038/s41433-024-02958-w
https://www.ncbi.nlm.nih.gov/pubmed/38355668
https://doi.org/10.1136/bjo-2023-325143
https://www.ncbi.nlm.nih.gov/pubmed/38448201
https://doi.org/10.1007/s00432-024-05678-6
https://www.ncbi.nlm.nih.gov/pubmed/38504034
https://doi.org/10.1007/s00405-023-08441-8
https://www.ncbi.nlm.nih.gov/pubmed/38206389
https://doi.org/10.1016/j.csbj.2023.11.058
https://www.ncbi.nlm.nih.gov/pubmed/38162955
https://doi.org/10.1007/s00405-024-08598-w
https://www.ncbi.nlm.nih.gov/pubmed/38530460
https://doi.org/10.1016/j.jhsa.2023.08.003
https://www.ncbi.nlm.nih.gov/pubmed/37690015
https://doi.org/10.3390/ejihpe14030043
https://www.ncbi.nlm.nih.gov/pubmed/38534904


Diagnostics 2024, 14, 839 11 of 11

25. Scherr, R.; Halaseh, F.F.; Spina, A.; Andalib, S.; Rivera, R. ChatGPT Interactive Medical Simulations for Early Clinical Education:
Case Study. JMIR Med. Educ. 2023, 9, e49877. [CrossRef] [PubMed]

26. Riestra-Ayora, J.; Vaduva, C.; Esteban-Sánchez, J.; Garrote-Garrote, M.; Fernández-Navarro, C.; Sánchez-Rodríguez, C.; Martin-
Sanz, E. ChatGPT as an information tool in rhinology. Can we trust each other today? Eur. Arch. Otorhinolaryngol. 2024. [CrossRef]
[PubMed]

27. Navalesi, P.; Oddo, C.M.; Chisci, G.; Frosolini, A.; Gennaro, P.; Abbate, V.; Prattichizzo, D.; Gabriele, G. The Use of Tactile Sensors
in Oral and Maxillofacial Surgery: An Overview. Bioengineering 2023, 10, 765. [CrossRef]

28. Li, W.; Chen, J.; Chen, F.; Liang, J.; Yu, H. Exploring the Potential of ChatGPT-4 in Responding to Common Questions About
Abdominoplasty: An AI-Based Case Study of a Plastic Surgery Consultation. Aesthetic. Plast. Surg. 2023. [CrossRef]

29. Javadi, N.; Rostamnia, L.; Raznahan, R.; Ghanbari, V. Triage Training in Iran from 2010 to 2020: A Systematic Review on
Educational Intervention Studies. Iran J. Nurs. Midwifery Res. 2021, 26, 189–195. [CrossRef] [PubMed]

30. Jiang, L.Y.; Liu, X.C.; Pour Nejatian, N.; Nasir-Moin, M.; Wang, D.; Abidin, A.; Eaton, K.; Riina, H.A.; Laufer, I.; Punjabi, P.; et al.
Health system-scale language models are all-purpose prediction engines. Nature 2023, 619, 357–362. [CrossRef] [PubMed]

31. Smith, A.L.; Greaves, F.; Panch, T. Hallucination or Confabulation? Neuroanatomy as metaphor in Large Language Models.
PLOS Digit. Health 2023, 2, e0000388. [CrossRef] [PubMed]

32. Azamfirei, R.; Kudchadkar, S.R.; Fackler, J. Large language models and the perils of their hallucinations. Crit. Care 2023, 27, 120.
[CrossRef] [PubMed]

33. Guillen-Grima, F.; Guillen-Aguinaga, S.; Guillen-Aguinaga, L.; Alas-Brun, R.; Onambele, L.; Ortega, W.; Montejo, R.; Aguinaga-
Ontoso, E.; Barach, P.; Aguinaga-Ontoso, I. Evaluating the Efficacy of ChatGPT in Navigating the Spanish Medical Residency
Entrance Examination (MIR): Promising Horizons for AI in Clinical Medicine. Clin. Pract. 2023, 13, 1460–1487. [CrossRef]

34. Sahin, M.C.; Sozer, A.; Kuzucu, P.; Turkmen, T.; Sahin, M.B.; Sozer, E.; Tufek, O.Y.; Nernekli, K.; Emmez, H.; Celtikci, E. Beyond
human in neurosurgical exams: ChatGPT’s success in the Turkish neurosurgical society proficiency board exams. Comput. Biol.
Med. 2024, 169, 107807. [CrossRef] [PubMed]

35. Wang, A.; Liu, C.; Yang, J.; Weng, C. Fine-tuning Large Language Models for Rare Disease Concept Normalization. bioRxiv 2023.
[CrossRef]

36. Frosolini, A.; Gennaro, P.; Cascino, F.; Gabriele, G. In Reference to “Role of Chat GPT in Public Health”, to Highlight the AI’s
Incorrect Reference Generation. Ann. Biomed. Eng. 2023, 51, 2120–2122. [CrossRef] [PubMed]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

https://doi.org/10.2196/49877
https://www.ncbi.nlm.nih.gov/pubmed/37948112
https://doi.org/10.1007/s00405-024-08581-5
https://www.ncbi.nlm.nih.gov/pubmed/38436756
https://doi.org/10.3390/bioengineering10070765
https://doi.org/10.1007/s00266-023-03660-0
https://doi.org/10.4103/ijnmr.IJNMR_155_20
https://www.ncbi.nlm.nih.gov/pubmed/34277368
https://doi.org/10.1038/s41586-023-06160-y
https://www.ncbi.nlm.nih.gov/pubmed/37286606
https://doi.org/10.1371/journal.pdig.0000388
https://www.ncbi.nlm.nih.gov/pubmed/37910473
https://doi.org/10.1186/s13054-023-04393-x
https://www.ncbi.nlm.nih.gov/pubmed/36945051
https://doi.org/10.3390/clinpract13060130
https://doi.org/10.1016/j.compbiomed.2023.107807
https://www.ncbi.nlm.nih.gov/pubmed/38091727
https://doi.org/10.1101/2023.12.28.573586
https://doi.org/10.1007/s10439-023-03248-4
https://www.ncbi.nlm.nih.gov/pubmed/37217804

	Introduction 
	Materials and Methods 
	Patients and Triage System 
	Prompt Design 
	LLMs Answer Evaluation: QAMAI and AIPI 
	Statistical Analysis 

	Results 
	Discussion 
	Conclusions 
	References

