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Abstract: (1) Background: High dose gradients and manual steps in brachytherapy treatment proce-
dures can lead to dose errors which make the use of in vivo dosimetry (IVD) highly recommended
for verifying brachytherapy treatments. A new procedure was presented to obtain a calibration factor
which allows fast and robust calibration of plastic scintillation detector (PSD) probes for the geometry
of a compact phantom using Monte Carlo simulations. Additionally, characterization of PSD energy,
angular, and temperature dependences was performed. (2) Methods: PENELOPE/PenEasy code was
used to obtain the calibration factor. To characterize the energy dependence of the PSD, the signal
was measured at different radial and transversal distances. The sensitivity to the angular position
was characterized in axial and azimuthal planes. (3) Results: The calibration factor obtained allows
for an absorbed dose to water determination in full scatter conditions from ionization measured in
a mini polymethylmethacrylate (PMMA) phantom. The energy dependence of the PSD along the
radial distances obtained was (2.3 ± 2.1)% (k = 1). The azimuthal angular dependence measured
was (2.6 ± 3.4)% (k = 1). The PSD response decreased by (0.19 ± 0.02)%/◦C with increasing detector
probe temperature. (4) Conclusions: The energy, angular, and temperature dependence of a PSD is
compatible with IVD.

Keywords: brachytherapy; in vivo dosimetry; plastic scintillator dosimeter

1. Introduction

The high dose gradients and the different manual steps in brachytherapy (also known
as interventional radiotherapy) treatment procedures can lead to dosimetry errors, making
the use of in vivo dosimetry (IVD) highly recommended for verifying brachytherapy
treatments. Some of the causes of deviations between the planned doses and IVD are
associated with anatomical variations in patients and technical brachytherapy equipment
discrepancies (wrong source calibration, incorrect applicator reference distances, swapped
needle connections). Other causes of deviations correspond to uncertainties in IVD [1].
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Some detector uncertainties, such as repeatability, signal-to-noise ratio, linearity, and
precision of dwell time measurements in patient treatments, were reported in relation to a
plastic scintillator detector (PSD) for brachytherapy IVD in a previous study [2]. There are
also other important issues, such as detector calibration and its energy, temperature, and
angular dependence, that need to be characterized for use in routine clinical practice.

Calibration of an IVD should be performed by cross-comparison with some conve-
niently calibrated detector for the type of source used [3,4]. One option would be indirect
calibration of the absorbed dose in water from the air kerma strength value obtained by
a calibrated well chamber or by an in-air-calibrated Farmer ionization chamber [5]. Once
the reference air kerma rate (RAKR) is obtained according to the AAPM Task Group n◦ 43
(TG43) methodology [6], using the consensus data [7], the absorbed dose rate in water can
be obtained.

Another more direct option with less uncertainty would be intercomparison of the
detector with an ionization chamber calibrated directly in an absorbed dose to water. How-
ever, this method has two important drawbacks. First, there are no accredited laboratories
that offer absorbed dose to water calibration of the usual ionization chambers in the quality
of Ir-192, the most widespread radioisotope worldwide in remote afterloading systems.
Second, although the scattering conditions of the different factors of the AAPM TG43
correspond to a water sphere with a radius of 40 cm, the use of a large water scanning
phantom for this purpose in routine clinical practice is not always practical, for example if a
check of the calibration factor just before each brachytherapy procedure is needed. To solve
both difficulties, a small polymethylmethacrylate (PMMA) phantom was designed and
manufactured to calibrate an in vivo detector quickly and robustly in high dose rate (HDR)
brachytherapy with a Farmer ionization chamber. To this end, it was necessary to obtain the
corresponding factors in AAPM TG-43 using Monte Carlo simulations and to convert the
ionization, produced by an Ir-192 source measured in the designed PMMA mini-phantom
geometries with a cobalt-calibrated Farmer ionization chamber, into water-absorbed dose
values in full scatter geometry.

The present study is innovative because a quality factor for Ir-192 HDR brachytherapy
in non-reference AAPM TG43 conditions was obtained in the geometry of a compact PMMA
cylindrical phantom (10 cm × 10 cm).

Polystyrene and an organic fluor made of long aromatic hydrocarbons are the con-
stituents of a PSD. At megavoltage photon energies, these molecules absorb ionizing radia-
tion in a similar way to water. For this reason, these types of scintillators are commonly
considered to be tissue-equivalent ionizing radiation detectors in high-energy spectra [8].
However, this assumption must be verified in a spatial varying spectrum, such as that
of Ir-192, which can lead to variations in detector response relative to water, defined
as the energy dependence of the detector. To test the energy dependence of a PSD, an
away-along dose rate table measured with the detector was acquired and compared to
the gold-standard absorbed dose rate table from AAPM report 229 [7]. The present study
includes this comparison, which to the best of our knowledge has not yet been published
for a PSD.

The variation in the response of a detector with the radiation incidence angle is known
as the angular dependence of the dosimeter. Scintillation detectors exhibit some angular
dependence due to their length–diameter ratio and manufacturing imperfections, such as
optical fiber–scintillator gluing. Increasing the length of the scintillator increases the active
volume and, consequently, the signal detected, but it penalizes the angular dependence.
Thus, a compromise for the length of the scintillator must be found between the collected
signal and the angular dependence of the PSD [9]. In a detector with a cylindrical symmetry,
such as the PSD of the present study, two principal planes were defined for specifying the
angular dependence—the axial plane, which cuts the cylindrical scintillator perpendicular
to its axis, and the azimuthal plane, which contains the axis of the cylindrical scintillator.
PSDs are assumed to have low axial and azimuthal angular dependence if the ratio of
length to diameter is below 5:1 [9] in comparison with other types of detectors, such as
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inorganic scintillators [10,11], MOSFET [12], or diodes [13]. However, the high dispersion of
values for PSDs reported in the bibliography both in the axial plane (range 0.3–5%) [14–17]
and the azimuthal plane (range 0.6–97%) [9,15,16,18] suggests that precise characterization
of this angular dependence is recommended for clinical dosimetry.

Despite the low temperature dependence of PSDs [9], it is known that the PSD signal
in the case of BCF-12 decreases linearly with increasing temperature [15–17,19–22]. All
these studies used kilovoltage, megavoltage, or Co-60 sources of radiation, but BCF-12 PSD
temperature dependence has not yet been reported under Ir-192 HDR source irradiations.
From the work of Wootton et al. [20] we know that the generation of Cerenkov light is
temperature independent. However, optical coupling (gluing) between the PSD and the
optical fiber has some temperature dependence that should be verified in each new detector.
In the present study, we investigated the temperature dependence of a BCF-12 PSD coupled
to a 1.5 m optical fiber probe with Ir-192 HDR irradiation.

The purpose of this study was to obtain a fast and robust calibration procedure of
PSD probes for brachytherapy IVD, and correction factors for the angular, energy, and
temperature dependences of the detector.

2. Materials and Methods
2.1. Equipment

The equipment used in this work was the prototype PRO-DOSE version 2020 (NU-
RISE, Ilhavo, Portugal) IVD system that incorporates an organic scintillator, BCF-12 (Saint
Gobain Crystals, Paris, France), with a length of 2 mm attached to a 1.5 m long PMMA
optical fiber with a core diameter of 0.5 mm. The core of the PSD is synthesized with
polystyrene and fluorescent dopants, and the cladding is made of PMMA. Signal processing
and analysis was described in a previous work [2]. The phantom measurements were
carried out in a 10 cm × 10 cm cylindric PMMA phantom. The phantom has 4 holes located
in the phantom periphery for Ir-192 source insertion using needles with an internal diameter
of 1.22 mm at 4 cm from the phantom axis and one central accessory to insert the PSD probe
or the PMMA Farmer ionization chamber model 30013 (PTW, Freiburg, Germany).

2.2. Monte Carlo Simulations and Experimental Validation

The computer code used for the Monte Carlo simulations is the PENELOPE/PenEasy [23].
Absorbed dose to water, polystyrene, and air (i.e., Dw, Dpol, and Dair, respectively) were
computed using an Ir-192 source model [24] in two geometries: the 10 cm × 10 cm cylindri-
cal PMMA phantom and a water sphere with a radius of 40 cm [6,25] (full scatter conditions)
to obtain the kQQ0 quality factor through International Atomic Energy Agency Technical
Report Series (IAEA TRS)-398 formalism [26]. The obtained factor allows for absorbed
dose to water determination in full scatter conditions from the ionization measured in the
PMMA phantom. Dair simulations were performed with a model [27] of the PTW PMMA
Farmer ionization chamber from the data provided by the manufacturer, averaging the
absorbed dose in the air cavity (Figure 1a). To obtain Dair, a dry air density of 1.205 mg/cm3

was used for the standard temperature of 20 ◦C and an atmospheric pressure of 101.325 kPa,
as recommended in Supplement 2 of the 2004 update of the AAPM TG No. 43 Report [6].
The composition as a percentage of dry air mass recommended is 75.527% N, 23.178%
O, 1.283% Ar, and 0.012% C, although it differs slightly from what is recommended in
report International Commission on Radiation Units and Measurements (ICRU) 90 [28]. Dw
values were obtained by substitution of the Farmer chamber by using a small water volume
as the detector material, with a volume with the same geometry as the PSD (Figure 1b). The
density of degassed liquid water used was 0.998 g/cm3 at 20 ◦C. There is no difference in
density compared to the corresponding 22 ◦C value [7]. The Ir-192 spectrum was obtained
from the National Nuclear Data Center [29]. The variance reduction technique used was
“interaction forcing” (IF = 200), which allows for a considerable reduction in the calculation
time. This technique generates forced interactions along the particle path. To compensate
for this excess probability of interaction, the average free path is proportionally reduced,
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and an appropriate statistical weight is assigned to any secondary particle or energy loss
resulting from those interactions.
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Figure 1. Set-up of the Monte Carlo simulation in the mini PMMA phantom with the Ir-192 source
model on the left needle. (a) Set-up with the PTW PMMA Farmer ionization chamber. (b) Set-up with
the PSD in the central axis. The ellipsoid used to eliminate the secondary electrons generated outside
its volume is also shown.

The cut-off energy was 1 keV for electrons in the detector volume and 10 keV in the rest
of the phantom. For the transport of photons, the cut-off energy was 1 keV in all volumes.
To optimize the simulations, an additional 8.4 cm3 ellipsoid external to the detector was
generated. The size of this ellipsoid was selected so that the secondary electrons generated
outside the volume did not reach the detector. Only particles of that volume were used for
the transport of radiation in the detector (Table 1).

Experimental validations of the Monte Carlo Dair ratios obtained were performed
with a PMMA ionization chamber in the PMMA phantom and under saturated scattering
conditions in an RFA 300 water scanning phantom model (Scanditronix, Uppsala, Sweden)
with a positioning accessory replicating the geometry of the mentioned PMMA phantom.
For a radial distance of 4 cm from the radioactive source, the scattering differences between
a water scanning phantom and the 40 cm radius sphere are negligible [25]. Stainless steel
metal needles (AISI 316) 5F (ELEKTA, Veenendaal, The Netherlands) with an internal
diameter of (1.22 ± 0.03) mm were used in the PMMA phantom. For the measurements in
the water scanning phantom, 4F ProGuide needles with an internal diameter of 1.1 mm
were used. The Farmer ionization chamber, connected to a PTW UNIDOS E electrometer,
was used for the ionization measurements from irradiations performed with the Ir-192
microSelectron HDR v2 source installed in afterloader microSelectron v3 Digital (ELEKTA,
Veenendaal, The Netherlands).

Additional absorbed dose Monte Carlo simulations were conducted in a polystyrene
cylinder with the same dimensions as the PSD of the present work (0.5 mm diameter
by 2 mm length) in order to compare the experimental measurements in both types
of phantoms.
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Table 1. This table is a summary of the Monte Carlo methods used.

Topic Item Data

Software Code, version/
release date

PENELOPE/PenEasy [23]
25 March 2020

Hardware CPU model
CPU time

Intel Core i7-7700
8.7 × 106 s for D f ull scatter

pol

4.3 × 106 s for DPMMA phantom
pol

6.6 × 106 s for D f ull scatter
w

3.8 × 106 s for DPMMA phantom
w

5.1 × 106 s for D f ull scatter
air

2.7 × 107 s for DPMMA phantom
air

Geometry Geometry 1
Geometry 2
PSD
Farmer chamber

10 cm × 10 cm cylindrical PMMA phantom
Water sphere of radius 40 cm [25]
0.5 mm diameter, 2 mm length
Data provided by the manufacturer [27]

Materials Air composition 1

Air density 2

Water density 3

Farmer chamber

75.527% N, 23.178% O, 1.283% Ar, 0.012% C
1.205 mg/cm3 was used for the standard temperature of 20 ◦C
and an atmospheric pressure of 101.325 kPa
Degassed liquid water ρ = 0.998 g/cm3 at 20 ◦C
Data provided by the manufacturer [27]

Source Ir-192 source
Ir-192 spectrum

Model used and parameter values [24]
National Nuclear Data Center (NNDC) [29]

Physics and transport Electrons’ cut-off
energy
Photons’ cut-off
energy
Optimization 4

Variance reduction technique 5

1 keV in the detector volume
and 10 keV in the rest of the phantom.
1 keV in all volumes

8.4 cm3 ellipsoid external to the detector
Interaction forcing IF = 200

Scoring Scored quantities
Number of histories 6

Energy deposited per history in the detector (eV/history)
~3 × 1011 s histories

1 It differs slightly from the recommended in report ICRU 90 [28]. 2 Recommended in supplement 2 for the
2004 update of the AAPM Task Group No. 43 Report [6]. 3 There is no difference in density compared to the
corresponding 22 ◦C value [7]. 4 To optimize the simulations, an additional 8.4 cm3 ellipsoid external to the
detector was generated. The size of the same was selected so that the secondary electrons generated outside
the volume did not reach the detector. Only particles in that volume were used for the transport of radiation
in the detector. 5 It allows to us reduce the calculation time considerably. This technique generates forced
interactions along the particle path. To compensate for this excess probability of interaction, the average free path
is proportionally reduced, and an appropriate statistical weight is assigned to any secondary particle or energy
loss resulting from those interactions. 6 The number of histories was the minimum number necessary to achieve
an uncertainty under 1%.

2.3. Away-Along Table

The spatial sensitivity of the detector around the brachytherapy Ir-192 source is con-
ditioned by the energy dependence of the PSD, because the spectrum varies at different
distances from the source and at varying angular positions relative to source axis due to
anisotropy. To characterize this, the signal of the detector was measured at different radial
and transversal distances from the effective point of measurement of the PSD to the center
of the Ir-192 source using a PMMA phantom submerged in a water scanning phantom. The
PMMA phantom has two identical circular plates with holes drilled each centimeter from
its central axis to a distance of r = 6 cm. The drilled holes allow the vertical insertion of
294 mm plastic 4F Proguide needles (ELEKTA, Veenendaal, The Netherlands) to project the
Ir-192 source at different vertical positions ranging between z = −7 cm and z = +7 cm.

Although metallic needles are more robust than plastic catheters, they have two major
drawbacks. First, they are supplied with shorter lengths, which limits the level of water
above the needle to achieve full scatter. Second, they are not optimal to characterize
the away-along table, because the attenuation produced depends on the obliquity of the
irradiation, and its theoretical correction in the Ir-192 spectrum is complicated.
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An additional plastic needle parallel to the afterloader connected needles was posi-
tioned in the axis of the phantom to insert the PSD probe or a dummy probe (a probe
without a scintillator). The Ir-192 source reference distance and its central dwell position
were calculated to coincide with the height of the effective point of the scintillator, defined
as z = 0. The dummy probe measurements are needed to correct the signal from the stem
effect, caused by the emission of Cherenkov radiation and the fluorescence light generated
in the PMMA optical fiber, because irradiations at different radial and vertical distances
generate distinct stem effect signals.

2.4. Angular Dependence

The sensitivity of the detector to the angular position of a brachytherapy source at
6 cm from the center of the PSD was characterized in the axial and azimuthal planes
measuring the signal of the detector as a function of the angle from 30◦ to 330◦ in 20◦

steps in the axial and the azimuthal planes using a PMMA phantom submerged in a water
scanning phantom. The PMMA phantom has two identical circular plates with holes
drilled at 6 cm from its central axis every 20◦ to vertically insert 294 mm plastic 4F Proguide
needles (ELEKTA, Veenendaal, The Netherlands) to project the Ir-192 source. For the axial
dependence measurements, another plastic needle parallel to the peripherical needles was
positioned in the axis of the phantom to insert the PSD probe. For the azimuthal dependence
measurements, an additional disc plate was drilled to insert a horizontal needle for the PSD
probe or a dummy probe. The needles inserted in each of the channels are perpendicular
to this plate. The reason for repeating the measurements in the azimuthal set-up using a
dummy probe is to correct the signal from the stem effect, because irradiations at different
angles generate distinct stem signals, unlike in the axial set-up. The Ir-192 source reference
distance and its dwell position were calculated to coincide with the height of the effective
point of the scintillator in both cases.

2.5. Temperature Dependence

All the irradiations to characterize the temperature dependence of the PSD were
carried out at a controlled room temperature of (25 ± 1) ◦C. During the complete interval
of irradiations (2 h) the RAKR of the source varied less than 0.1%. The measurements were
performed by irradiating the scintillator and probe at a practically constant dose rate while
varying the temperature in the range from 15 ◦C to 40 ◦C and registering the signal of the
PSD with the associated software of the PRO-DOSE equipment.

To control the heating of the water, a hotplate (model LKTC-B1-T; Vevor, Rancho
Cucamonga, CA, USA) with a temperature sensor was used. This hotplate includes a
magnetic stirring device to homogenize the temperature of the water. Water temperature
was measured with two calibrated thermometers (reader: model HD 2107.1, sensor: TP472
I.O, Delta OHM, Milan, Italy) at two heights in the beaker: one (Tsup) with a sensor 1 cm
above the effective point of the PSD and another (Tinf) at 1 cm below to obtain the most
accurate assessment of the PSD temperature. The thermometers were calibrated in a
secondary standard laboratory in the range 15–40 ◦C, in 5 ◦C steps, and the maximum
deviation obtained was 0.04 ◦C, with an expanded uncertainty (k = 2) of 0.09 ◦C.

Sets of five irradiations were carried out for each temperature at 5 ◦C steps within the
interval [15 ◦C, 40 ◦C]. First, the hotplate setting was adjusted to bring the water to the
desired temperature. Before each irradiation set, the water temperature was kept constant
for an additional 10 min after stabilization, enabling the PSD to reach thermal equilibrium
with the water. After that, the PSD probe was irradiated. The temperature was measured
with both thermometers immediately before and after each set of five irradiations. The
values were averaged to obtain Tinitial and Tf inal , respectively. Finally, for each set of
irradiations the temperature was considered as the mean of Tinitial and Tf inal .

Assuming a linear variation with temperature in the PSD signal, S(T), the measured
values can be adjusted to a simple linear equation, as follows:
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S(T)
S(T0)

= 1 + a·(T − T0) (1)

where T0 corresponds to a temperature of 25 ◦C (the usual room temperature), and S0 is
the mean signal obtained at this temperature value.

The estimated slope “a” and its uncertainty can be expressed as follows: (a ± uT)%/◦C,
where uT is the combined total uncertainty of Type A and Type B uncertainties (k = 1).

2.6. Uncertainties

We derived Type A uncertainties from the standard deviation of a set of measurements.
Each measurement was repeated at least three times. Type B uncertainties include electrom-
eter uncertainties stated in a device’s calibration certificate. In specific tests, such as the
study of the temperature, we accounted for additional Type B uncertainties, including the
uncertainty in the temperature measurement. The uncertainty in the temperature measure-
ments was calculated according to international recommendations [30] as the quadratic
sum of Type A and Type B uncertainties. Type B uncertainty includes (a) the thermometer
calibration uncertainty and (b) the fact that temperature was measured only before and
after irradiations: Tinitial and Tf inal , respectively. Assuming a uniform probability density
function, the uncertainty is the interval amplitude divided by

√
12:

uT =
Tinitial − Tf inal√

12
(2)

2.6.1. Monte Carlo Uncertainties

In all simulations, a sufficient number of histories were used to obtain a statistical
uncertainty value in the detector material of below 1%. Table 2 summarizes the estimated
uncertainties of the Monte Carlo simulations.

Table 2. Estimated uncertainties (k = 1) of the Monte Carlo PENELOPE/PenEasy simulations.

Relative Propagated Uncertainty

Uncertainty Component Type A [%] Type B [%](
sw,air·p·Wair

)
Co-60

1 - 0.8
Clinic Monte Carlo 2 - 1.6

Phantom composition, density 3 - 0.6
Materials’ cross-sections 4 - 0.1

Total combined uncertainty 1.9%
1 From IAEA report TRS-398 [26]. 2 From Granero D et al. 2011, Medical Physics [31]. 3 From Reed J-L et al. 2014
Brachytherapy [32]. 4 From Andreo P et al. 2012 Phys Med Biol [33].

2.6.2. Experimental Uncertainties

Experimental uncertainties of the Farmer chamber ionization measurements have
been detailed in Table 3.
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Table 3. Estimated uncertainties (k = 1) of the Farmer chamber ionization measurements.

Relative Propagated Uncertainty

Uncertainty Component Type A [%] Type B [%]

ND,w,Co-60 calibration factor 1 - 0.6
Electrometer calibration 1

Clinic Farmer reproducibility
-

0.5
0.1
-

ks·kpol ·kP,T
Source positioning inside needles

-
-

0.2
1.6

Mechanical drilling of needle holes - 1.0

Total combined uncertainty 2.1%
1 Obtained from PTW calibration certificates.

3. Results
3.1. Monte Carlo Simulations and Experimental Validation

IAEA TRS 398 formalism [26] gives the following expression for the factor kQ,Q0 :

kQ,Q0 =
(sw,air)Q·(Wair)Q·pQ

(sw,air)Q0
·(Wair)Q0

·pQ0

(3)

The mean energy expended in air per ion pair formed (Wair) can be considered similar
in both qualities [28] (p. 40). Assuming that the Bragg–Gray principle is valid, the absorbed
dose in water

(
Dw,Q0

)
is related to the mean absorbed dose in the air of the chamber cavity

(Dmean
air,Q0

):
Dw,Q0 = Dmean

air,Q0
·(sw,air)Q0

·pQ0 (4)

And the same holds for any other quality Q:

Dw,Q = Dmean
air,Q·(sw,air)Q·pQ (5)

Substituting both equations in Equation (3) yields the following:

kQ,Q0 =
Dw,Q/Dmean

air,Q

Dw,Q0 /Dmean
air,Q0

(6)

Following IAEA TRS 398 formalism [26], the absorbed dose to water in the PMMA phantom
using an Ir-192 source can be obtained from the following Equation (7):

D PMMA phantom
w,Ir-192 = ND,w,Co-60·MPMMA phantom·k PMMMA phantom

Ir-192 (7)

where ND,w,Co-60 is the Farmer chamber Co-60 calibration factor, MPMMA phantom is the
temperature and pressure corrected ionization measured in the PMMA phantom, and
the k PMMMA phantom

Ir-192 factor can be estimated by the Monte Carlo (Equation (6)) from
the following:

k PMMA phantom
Ir-192 =

(
Dw/Dmean

air
)PMMA phantom

Ir-192(
Dw/Dmean

air
)IAEA TRS 398 geometry

Co-60

(8)

To compare IVD measurements with treatment planning system (TPS)-calculated values
following AAPM TG-43, the quantity of interest is not D PMMA phantom

w,Ir-192 , but D f ull scatter
w,Ir-192 ,

because we want to measure ionization in the PMMA mini-phantom, but we want the
absorbed dose in the full scatter geometry of AAPM TG-43. Using a new factor F:

D f ull scatter
w,Ir-192 = ND,w,Co-60·MPMMA phantom·F (9)
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F can be solved from Equations (7)–(9), as follows:

F =

(
D f ull scatter

w /Dmean PMMA phantom
air

)
Ir-192(

Dw/Dmean
air
) IAEA TRS 398 geometry

Co-60

(10)

In this work, the denominator ratio (Dw/Dair)
IAEA TRS 398 geometry

Co-60 has not been sim-
ulated; it was obtained directly from IAEA TRS 398 [26] for the PTW PMMA Farmer
ionization chamber, as follows: [sw,air]Q0

·pQ0 = 1.112.
The Monte Carlo obtained factor was F = 1.103 ± 2.5% (k = 1). PENELOPE/PenEasy

physics (Clinic Monte Carlo) dominates the Monte Carlo component uncertainty, while the
contribution of the source positioning inside the needles is the highest uncertainty in the
experimental measurements with the PTW Farmer chamber, as indicated in Tables 2 and 3.

As shown in Table 4, the assumed statement that polystyrene can be considered as
water equivalent (in the sense that its absorption and scattering properties are similar) is an
approximation with a difference of around 2% in Ir-192 spectra at 4 cm for both ratios.

Table 4. Monte Carlo simulation ratios in both geometries and their experimental validation with
coverage factor k = 1.

Ratio Monte Carlo Result 1 Experimental Validation

D f ull scatter
pol /D PMMA phantom

pol
1.075 ± 2.4% 1.084 ± 2.1% 2

D f ull scatter
w /D PMMA phantom

w 1.096 ± 2.4% 3 -

D f ull scatter
air /D PMMA phantom

air 1.086 ± 2.4% 4 1.106 ± 2.9% 5

1 The uncertainty was obtained from Table 2 components excluding (sw,air ·p·Wair)Co-60. For the three ratios, the
uncertainties corresponding to the phantom composition, density, and materials’ cross-sections are considered the
same. 2 Only the Type A uncertainty component was considered based on 10 consecutive acquisitions. 3 This
result was obtained in the same conditions as the polystyrene ratio except for the detector material: water instead
polystyrene. 4 This Monte Carlo ratio was obtained from the mean absorbed dose in the sensitive volume of air of
the Farmer model in both phantoms. 5 This experimental ratio was obtained from a series of ten measurements in
the water scanning phantom and in the PMMA phantom.

The discrepancies between the measured ionization ratio and Monte Carlo Dair ratios
from Table 4 in both geometries are within their experimental and Monte Carlo uncertain-
ties. Monte Carlo uncertainties include material composition, mass–energy absorption
coefficients, and tally statistics. The Farmer measurement uncertainties considered are
phantom hole drilling accuracy, source positioning, measurement reproducibility, and
ND,w,Co-60 calibration by the standard laboratory.

3.2. Away-Along Table

After processing the detected signals, including subtraction of the stem effect and
RAKR correction, the values were compared with the consensus away-along absorbed
dose rate table of the microSelectron HDR v2 source of AAPM report 229 and plotted in
Figure 2. The PSD count rate detected was normalized to the value of the AAPM report
at 4 cm. The steep gradient of the absorbed dose rate near the source is associated with a
higher uncertainty in the signal of the detector. The error bars include the uncertainty in
(a) longitudinal source dwell positioning, (b) lateral displacement of the source inside the
4F catheter, and (c) noise-to-signal variation with distance. The latter is the dominating
contribution to uncertainty at larger distances, while the longitudinal positioning of the
source is the most relevant factor close to the source. The measured values obtained deviate
from the expected absorbed dose rate by (2.7 ± 2.5)% (k = 1) across the published absorbed
dose rate table [7]. In the z-axis profiles, the maximum percentage difference corresponded
to short radial distances and was below 6.5%. Along the radial distances, in the z-origin
(z = 0), the mean and standard deviation of the percentage difference was (2.3 ± 2.1)%
(k = 1).
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Figure 2. Comparison of the signals detected with the consensus away-along absorbed dose rate
table of the microSelectron HDR v2 source of the AAPM report 229 [7]. The crosses represent the
mentioned published data and the circles the measured data. Error bars represent the uncertainty.
Magnifications of some parts of the comparisons are included to better visualize the data. (A) shows
the comparison in the perpendicular axis of the source (z = 0). (B–D) show the comparison at different
radial distances from the source in the z-axis.

3.3. Angular Dependence

A radar diagram of the azimuthal angular dependence is shown in Figure 3. It is
evident that at angles near the PSD or dummy probes, the stem effect is considerable. To
remove this contribution, the subtraction of both signals has also been represented. Taking
this correction into account, the mean percent response variation for angles from 30◦ up
to 330◦ was (2.6 ± 3.4)% (k = 1). Signal acquisitions were repeated three times for each
angle. The RAKR of the Ir-192 source (38.3 mGym2h−1) varied less than 0.2% during the
measurements, and, thus, no decay correction was applied to the signals obtained.



J. Pers. Med. 2024, 14, 321 11 of 15J. Pers. Med. 2024, 14, x FOR PEER REVIEW  11  of  15 
 

 

 

Figure  3. Radar diagram  showing  the  azimuthal  angular dependence  of  the detector. PSD  and 

dummy probe signal are expressed in count rate per 100 ms. The subtraction of the stem effect is 

also shown. 

3.4. Temperature Dependence 

The PSD response decreased with increasing detector probe temperature, as shown 

in Figure 4. A (0.19 ± 0.02)%/°C (a = −0.0019 ± 0.0002) decrease was observed when the 

water temperature was increased from 15 °C to 40 °C.   

 

Figure 4. Temperature dependence of  the BCF-12 PSD. The points represent  the response of  the 

detector normalized to 25 °C. The data show an excellent linear behavior. The correlation coefficient, 

Figure 3. Radar diagram showing the azimuthal angular dependence of the detector. PSD and
dummy probe signal are expressed in count rate per 100 ms. The subtraction of the stem effect is
also shown.

The response of the dosimeter in the axial plane for angles from 30◦ up to 330◦ was
(1.9 ± 2.4)% (k = 1). The RAKR of the Ir-192 source corresponding to the measurements
in the axial set-up was 42.0 mGym2h−1. The source could be positioned to an accuracy of
1.0 mm. An uncertainty of 1.0 mm in source positioning would result in less than a 0.1%
change in signal at the distance of 60 mm used in the axial angular dependence study.

3.4. Temperature Dependence

The PSD response decreased with increasing detector probe temperature, as shown
in Figure 4. A (0.19 ± 0.02)%/◦C (a = −0.0019 ± 0.0002) decrease was observed when the
water temperature was increased from 15 ◦C to 40 ◦C.

The detector temperature response shows a decrease of (−2.28 ± 0.24)% between
measurements at room temperature (25 ◦C) and body temperature (37 ◦C).
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Figure 4. Temperature dependence of the BCF-12 PSD. The points represent the response of the
detector normalized to 25 ◦C. The data show an excellent linear behavior. The correlation coefficient,
the intercept, and the slope of the fit are shown at the top right in the graph. The error bars in both
axes indicate the uncertainty with a coverage factor of k = 1.

4. Discussion
4.1. Monte Carlo Simulations and Experimental Validation

Instead of using an indirect calibration using air kerma strength, Sk, to determine the
absorbed dose to water, Dw, transference through AAPM TG43 formalism, a faster, more
robust, and direct Dw determination procedure was developed for PSD calibration. This is a
new method, which to the best of our knowledge has not yet been described previously for
in vivo detector calibration. The main advantage of this small PMMA phantom procedure
is that PSD calibration can be performed without using the water scanning phantom,
optimizing time resources. The full procedure takes less than 10 min and can be performed
before each brachytherapy treatment.

4.2. Away-Along Table

Based on the away-along table comparison, the use of the PSD for IVD requires low
energy-dependent correction factors. The obtained differences (2.3 ± 2.1)% (k = 1) in this
study are much lower than the deviations reported with an inorganic scintillator detector
by another group [34] in Ir-192, which obtained deviations of (5.2 ± 4.7)% (k = 1). The
percentage differences (8.6%) obtained with microMOSFET detectors by Ruiz-Arrebola
et al. [12] are also much higher than the values obtained with PSD in this work. The energy-
dependence corrections needed for a ZnSe:O crystal reported by Jørgensen et al. [35], in
which the energy dependence changed by 50% from 20 to 40 mm, are also much higher
than the values obtained in the present study. These results corroborate the idea that the
energy dependence behavior of the PSD is compatible with IVD for HDR brachytherapy.

4.3. Angular Dependence

A smaller angular dependence was expected for measurements obtained by irradi-
ations around the PSD in the axial plane rather than in the azimuthal plane, due to the
cylindrical geometry of the scintillator. This hypothesis was demonstrated with the values
measured in both set-ups. The small axial angular dependence is related to the assembly of
the PSD, because it is a complex task to achieve perfect alignment of the scintillator and
the optical fiber in the gluing process. The angular dependence of the PSD probe in the
azimuthal plane showed an increasing signal when irradiated at angles near the optical
fiber probe (10◦ and 350◦ angles, and to a lesser extent 30◦ and 330◦ angles) due to a higher
stem effect. On the other hand, the signal of the PSD was similar for irradiations coming



J. Pers. Med. 2024, 14, 321 13 of 15

from the distal tip of the scintillator (170◦ and 190◦ angles) to measurements at angles from
50◦ to 310◦.

The azimuthal angular dependence of the PSD could be reduced by shortening the
length of the scintillator at the expense of a reduction in the signal. The characterization
with an Ir-192 source of the azimuthal angular dependence of the BCF-12 scintillator used
in this study showed values very similar to the results obtained by other authors [15,18]
considering the measurement uncertainties. The axial angular dependence obtained with
our detector was also similar to the recent values reported by another group [14]. This is the
first time that angular dependence deviations were reported for both axial and azimuthal
set-ups with Ir-192 source irradiations.

4.4. Temperature Dependence

This study shows that the PSD shows a temperature dependence of (−0.19 ± 0.02)%/◦C,
making the application of a correcting factor necessary for IVD. PSDs are usually calibrated
at room temperature (25 ◦C) and then used for IVD at 37 ◦C. The detector will have a signal
(2.28 ± 0.24)% lower than the planned one if not corrected for temperature dependence. As
stated by Wootton et al., with measurements with pairs of PSDs, the temperature dependence
for PSDs built with similar scintillating fibers is nearly identical [20]. Therefore, we can
assume that the temperature dependence of one BCF-12 PSD is a good estimate of a set of
PSDs if a uniform procedure of PSD manufacturing is respected [10].

Other PSDs using BCF-12 irradiated with different sources of radiation have also
shown negative temperature dependencies of −0.15%/◦C (50 kVp) [19], −0.09%/◦C (Co-
60) [20], −0.225%/◦C (6 MV, 15 MV) [17], −0.263%/◦C (50–150 kVp) [21], −0.25%/◦C
(6 MV, 10 MV, 15 MV, Co-60) [16], −0.18%/◦C (6 MV) [22], and −0.18%/◦C (6 MV FFF) [15].
The mean value of all these works is around −0.2%/◦C, which coincides with the value
obtained in the present work considering the associated uncertainty. An alternative to PSD,
high-Z inorganic detectors, show a much higher temperature dependence of −1.4%/◦C [35].

Manual correction for the difference between calibration and patient temperatures for
IVD is straightforward using the data from Figure 4 with which a correction factor can be
determined and applied to the calibration coefficient of the detector. Once the corrected
calibration factor is applied, if the patient of the in vivo measurement has a slightly different
temperature from normothermia, the low temperature dependence of BCF-12 PSD assures
a negligible modification of the correction factor. For example, a variation of 1 ◦C in the
patient temperature would result in a variation of ±0.2%, which is perfectly assumable.
The strength of the method used for temperature dependence measurements in this study
was that two temperature sensors were used, one above the PSD and one below, to better
characterize the temperature of the PSD.

For in vivo gynecologic brachytherapy applications, a single correction factor or cali-
bration for normothermia of ~37 ◦C should be sufficient [36]. Rectal temperature can be
considered similar to that of the vagina. The rectal temperature of a healthy adult woman
has a standard deviation (SD) of 0.36 ◦C. Considering two SDs, we could assume that the
vaginal temperature of any patient is ~37 ◦C with a 0.7 ◦C uncertainty (k = 2). Based on
our results, for PSD temperature dependence, this uncertainty would translate into an
uncertainty of <0.2% in signal for BCF-12. This value is considerably smaller than other
uncertainties that might be encountered in IVD (for example, uncertainty in the detector
location due to the difficulty of reproducibly, placement, or calibration factor uncertainties).

One limitation of the present study is the high experimental positioning uncertainty
of the source in the catheter at short distances between the detector probe and the Ir-192
source in the tests of energy and angular dependence. The source could be positioned at
an accuracy of 1.0 mm by the afterloader. However, we have to assume another ±1 mm
uncertainty in catheter connection to the transfer tube. In the case of the energy dependence
measurements, at short distances this uncertainty translates into large absorbed dose rate
uncertainties, as can be observed in Figure 2.
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5. Conclusions

The present PSD was evaluated in various set-ups to characterize its performance. The
results show promising results as compared with the published data, and the dependencies
to all parameters investigated were reported. This study demonstrates that when used
with robust calibration and corrected for the energy, angular, and temperature dependence
factors, the PSD constitutes an excellent dosimeter compatible with IVD in brachytherapy.
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