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Abstract: Accelerometers are sensitive devices that capture vibrational fault signatures from indus-
trial machines. However, noise often contaminates these fault signatures and must be eliminated
before analysis. A data-driven (DD) denoising algorithm capable of filtering useful vibrational fault
signatures from background noises was derived in this study. The algorithm was first validated by
comparing its denoised result with a numerically generated ideal signal with a known exact solution.
The DD denoising approach reduced the Mean Squared Error (MSE) from 0.459, when no denoising
was performed, to 0.068, indicating an 85.2% decrease in noise. This novel approach outperformed
the Discrete Wavelet (DW) denoising approach, which had an MSE of 0.115. The proposed DD
denoising algorithm was also applied to preprocess vibration data used for the real-time lubrication
condition monitoring of the plastic injection molding machine’s toggle clamping system, thereby
reducing false positive relubrication alarms. The false positive rates, when analysis was performed
on the raw vibration and the DW denoised vibration, were 10.7% and 7.6%, respectively, whereas the
DD denoised vibration yielded the lowest false positive rate at 1%. This low false positive rate of
the DD denoised vibration indicates that it is a more reliable condition monitoring system, thereby
making this technique suitable for the smart manufacturing industry.

Keywords: singular value decomposition; continuous wavelet transform; vibration denoising; lubrication;
condition monitoring

1. Introduction

Production machines are subject to wear and therefore require timely maintenance.
This goes to say that a machine and its components have a specific operational life, af-
ter which its performance becomes unstable and eventually fails. In the manufacturing
industry, machine maintenance plays a key role in retaining high product quality and
reliability [1]. Hence, there exists a constant need for operators to perform comprehen-
sive equipment maintenance in order to ensure high product quality and avoid machine
downtimes in critical phases of production [2]. The earliest reported form of machine
maintenance was termed, “breakdown maintenance” (BM) [3]. As suggested by its name,
maintenance would not be performed until there is machine failure. This approach always
resulted in unplanned downtime and catastrophic failures which greatly affected the ef-
ficiency and reliability of manufactured products. To overcome the challenges posed by
BM, the industry later relied on a “planned maintenance” (PM) approach. This approach
entails a meticulous logging procedure where maintenance and inspection are performed
at periodic intervals regardless of the machine’s condition [4]. The logged data are then
used to estimate the next optimal maintenance point. Although there are some merits
to this approach, it is undoubtedly labor intensive, often leading to over maintenance
and a waste of resources, since components tend to be replaced long before their actual
failure point [5]. Using this approach, spontaneous breakdown is difficult to predict. As
technology continues to rapidly evolve, the demand for products of higher complexity
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and reliability commensurately increases. Manufacturers are pressured to implement strict
quality control measures to meet this growing demand. Planned maintenance costs are
therefore driven up by this increase in quality control measures, which inevitably increases
production costs.

Bloch, H.P, et al. [6] reported that 99% of mechanical failures are preceded by dis-
tinctive failure signatures. It is therefore possible to use sensors to perform the real-time
condition monitoring of machines, triggering maintenance only when the distinctive fail-
ure signatures are manifested. A maintenance regime of this nature is very attractive to
manufacturers as equipment use is maximized, thereby preventing machine downtime
while maintaining a high production quality. Today, a plethora of low-cost, industrial-grade
sensors are available for integration into robust condition monitoring systems. Some of
the more commonly used condition monitoring approaches include vibration, acoustic,
shock pulse, and thermal analysis [7]. This study thus focuses on the use of vibration-based
condition monitoring for industrial machines.

Vibration analysis is an in situ, nondestructive sensing technique capable of highlight-
ing faults in mechanical systems [8]. The origins of this technique date to the late 1970s
and early 1980s, where it was utilized for platform damage detection in the offshore oil
industry [9]. Since then, vibration analysis has matured into a powerful tool for condition
monitoring across all fields of engineering, making it the most widely used technique in the
field of condition-based maintenance [10,11]. Its popularity is attributed to the fundamental
principle that all mechanical systems generate a unique vibrational signature when interact-
ing with the environment. These vibrations are directly linked to mechanical disturbances
caused by rotating and reciprocating components such as bearings, engines, gear boxes,
shafts, turbines, and motors [12,13]. As the condition of these mechanical components
deteriorate, their vibrational behavior is also altered due to changing oscillating frequencies.
These vibrational changes may be manifested in the time, frequency, or modal domain
in the form of periodic shocks known as transients [14]. Transients are characterized as
a short duration pulse that covers a wide frequency range [15–18]. Unfortunately, due
to the high sensitivity of vibration sensors, these fault-induced transient vibrations are
often masked as they are superimposed with background noise [19]. This phenomenon
is known as noise contamination. Background noise is generated due to the influence
of electromagnetic interference and sporadic environmental noises [20]. The inability to
clearly identify and extract the transients from the vibration signal makes vibration-based
condition monitoring a daunting task. Separating these dominant fault-induced transients
from the mixed signal has proven to be a major challenge. For this reason, signal denoising
has become an important task in the field of sensor processing.

Researchers have shown that there are three classes of signal denoising, namely, time
domain, frequency domain and time–frequency domain [21]. Time domain denoising is
typically applied by averaging periodic sections of the acquired vibration signal [22]. This
technique is therefore best suited for the denoising of periodic signals. Time domain denois-
ing also assumes prior knowledge of the periodicity of the signal. Synchronous averaging
has been shown to be one of the most effective time–domain denoising techniques [22].
McFadden et al. [23] successfully applied this technique to denoise and detect early failure
in rolling element bearings. The second class of vibration denoising is performed in the
frequency domain. This type of denoising requires that the raw vibrational signal first be
converted to its frequency domain representation using the well-established Fast Fourier
Transform (FFT). Once in the frequency domain, frequency pass filters can be applied to
suppress noise related frequencies while keeping frequencies directly related to useful
machine vibration. There are three commonly applied frequency pass filters for noise
reduction. These include low-pass, high-pass, and band-pass filters. A low-pass filter only
retains frequencies below a specified threshold and suppresses frequencies above this spec-
ified threshold. The exact opposite is true for the high-pass filter, as this retains frequencies
above the specified threshold while suppressing the lower frequencies. High-pass filters
have been successfully applied in the condition monitoring of bearings [24]. Unlike both
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the high-pass and low-pass filters, the band pass filter allows frequencies within a specified
range or band to pass while suppressing all frequencies both above and below this range.
All three frequency pass filters generally perform well when the frequency bands contain-
ing the mechanical failure are known. However, they perform subpar when filtering signals
containing heavy transient activity, as transients characteristically span a wide frequency
range. Both time and frequency domain denoising approaches generally result in the loss
of information relating to transient activity as they cannot simultaneously consider time
and frequency information [21]. Overcoming this limitation gave rise to time–frequency
denoising. As suggested by its name, time–frequency denoising considers both its temporal
and frequency components. The wavelet transform (WT) algorithm is commonly used
to perform time–frequency denoising. This algorithm localizes transients in the signal
to different scales containing varying magnitudes of wavelet coefficients. Coefficients of
larger magnitudes typically contain important information relating to machine failure,
while coefficients of smaller magnitudes may be deemed as noise. The noise-containing
coefficients can then be suppressed, leaving behind only coefficients related to machine
failure. In recent years, WT has become a popular topic as researchers have reported
notable success when using this technique to detect fault-induced transients embedded
in vibration data [25–27]. Although the wavelet transform algorithm performs well when
decomposing a signal into coefficients of varying magnitude, the selection of the optimal
threshold value that avoids the suppression of useful signal components while eliminating
substantial amounts of background noise remains a challenge. To address this problem, He
et al. [21] proposed a time–frequency manifold (TFM) approach. The study showed that
the TFM signature reflects the intrinsic time–frequency signature of nonstationary signals,
thereby making it suitable for vibration denoising. Although this approach has its merits, it
is mathematically intensive and not easily computed as the algorithms are not available for
open-source use.

The objective of this study is therefore to develop a robust vibration denoising algo-
rithm and apply it in the lubrication condition monitoring of a plastic injection molding
machine’s toggle clamping system. The derived algorithm is easily computed using avail-
able packages in either MATLAB or Python. To perform this task, the singular value
decomposition (SVD) algorithm was used as a tool to separate transient-related and noise-
related wavelet coefficients of a given time series signal. For further noise reduction,
Sigmoid Soft Thresholding was performed in this study. The proposed model was first eval-
uated on simulated data and later compared with the results obtained using the traditional
Discrete Wavelet (DW) denoising method [28]. The denoising performance was measured
by calculating the denoised signal’s Mean Squared Error (MSE) compared to an ideal signal
of exact solution. The proposed model was also applied to denoise the vibration data
collected from the toggle clamping system of a plastic injection molding machine as its
lubrication condition deteriorated over time. The condition monitoring performance of
the DD denoised vibration was compared to the results when both raw vibration and DW
denoised vibration were used to perform the same condition monitoring task.

2. Mathematical Models

To fully understand the intricacies of signal denoising, it is imperative to first under-
stand the characteristics of noise as it relates to vibration. Signals from vibration sensors are
prone to noise corruption as they are frequently exposed to electromagnetic disturbances
from the environment [29]. Additional noise may also originate from neighboring rotating
or reciprocating equipment. A signal corrupted with noise can be expressed as shown in
Equation (1) [20]:

x(t) = s(t) + n(t) (1)

where x(t) is the corrupted signal, s(t) is the useful signal, and n(t) is the added noise.
Since it is impossible to completely remove noise, the goal of denoising algorithms is to
separate as much of the useful signal from the added noise. The denoising performance
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of the traditional Discrete Wavelet (DW) transform algorithm and the newly proposed
data-driven (DD) denoising algorithm are evaluated in this paper.

2.1. Traditional DW Denoising

The DW transform performs a recursive decomposition of the lower frequency bands
obtained from the previous decomposition [28]. This decomposition gives rise to a hierar-
chical set of approximate and detail coefficients as shown in Figure 1.
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The DW decomposition can be mathematically expressed as a linear combination of
mother φJ,k and father (ψJ,k) wavelet basis functions, as shown in Equation (2) [28].

x(t) = ∑k SJ,kφJ,k(t) + ∑k dJ,kψJ,k(t) + ∑k dJ−1,kψJ−1,k(t) + · · ·+ ∑k d1,kφ1,k(t) (2)

where SJ,k, and dJ,k to d1,k are the wavelet coefficients. J is a small natural number which
depends on the number of sample points in the signal (N) and the mother and father
wavelet basis functions (φJ,k and ψJ,k respectively), and k ranges from 1 to the number of
coefficients in the specified component.

In this study, we implemented the traditional DW denoising algorithm presented
by Yi et al. [28]. This approach decomposes the noisy signal x(t) into several levels of
approximate and detailed coefficients using the Daubechies 4 mother wavelet. Each of
the levels are then soft threshold using the Stein’s Unbiased Risk Estimate (SURE) [30]
paired with the sigmoid function. All coefficient levels except the last detailed coefficient
are reconstructed with the Inverse Discrete Wavelet Transform (IDWT), resulting in a
denoised signal.

2.2. Data-Driven Denoising Model

This study proposes a model for the denoising of vibration signals, as shown by
the flowchart in Figure 2. The model was built around the widely accepted observation
that there are two classes of noise that often corrupt vibrational signals [31,32]. The first
class of noise corruption is that of white noise. This class of noise is described as having
zero mean, constant variance, and is uncorrelated in time. It is also known for having
a power spectrum that spreads uniformly across all allowable frequencies. This class of
noise is often observed in data acquired from factories due to the presence of numerous
machines operating simultaneously. The second class of noise commonly encountered
in noisy signals is called pulse noise. Pulse noise is characteristically large in amplitude
and has a short duration. Our two-part denoising model first eliminates white noise by
first transforming the noisy vibration signal into its time–frequency domain representation
using the continuous wavelet transform (CWT). This transformation results in a high-
dimensional matrix of wavelet coefficients that is further decomposed into a series of
low-ranking matrix approximations using the singular value decomposition (SVD). This
study shows that the information related to the signal’s transient behavior is contained in
the rank-1 matrix approximation while the remaining rank-r matrix approximations are
riddled with white noise. The rank-1 matrix approximation is therefore reconstructed into
its time–domain representation using the inverse continuous wavelet transform (ICWT).
In the second stage of the proposed denoising algorithm, the remaining pulse noise is
removed using a Sigmoid Soft Thresholding approach. An in-depth discussion of the
underlying mathematical framework is provided in the upcoming sections.
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2.2.1. Continuous Wavelet Transform (CWT)

The CWT is a technique that decomposes a signal into its frequency distribution
throughout time. This technique rose to popularity in the late 1980s as it was shown to
perform better time frequency localization than the popular Short-Term Fourier Transform
(STFT) [33]. Unlike the STFT, CWT did not suffer from the time bandwidth resolution
limitation. Over the years, this technique has shown great success in analyzing nonstation-
ary and transient signals [34]. The term nonstationary refers to a signal whose frequency
components changes over time while transients are described as a sudden change from
the signal’s steady state. Transient signals typically provide valuable information about
a machine’s condition [35]. For this reason, our denoising model first utilizes the CWT
to transform the noisy time series x(t) into its time–frequency representation, thereby
localizing transient-related coefficients. This transformation is depicted in Figure 3.
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To perform this transformation, the “cwt” tool available in MATLAB was used. The
CWT’s coefficients (C) are mathematically computed using the inner products of the input
signal and a mother wavelet function (Ψ) at different scales, a, and time positions, b. The
mathematical expression for this transformation is shown in Equation (3) [36].

C(a, b; x(t), Ψ∗(t)) =
∫ ∞

−∞
x(t)

1
a

Ψ∗(
t− b

a
)dt (3)

where a > 0 and * denotes the complex conjugate.
In this study, a Complex Morlet Wavelet function (“cmor”) was used as the mother

wavelet function (Ψ∗). This function is defined by Equation (4) [37].

Ψ∗(x) =
1√
π fb

e2iπ fcxe
x2

f b (4)

where fb is a bandwidth parameter and fc is a wavelet center frequency.
The matrix of wavelet coefficients (C) can be used to recover the time series signal

by performing the ICWT. In MATLAB, this computation is executed using the command
“icwt”. This transformation is mathematically computed using Equation (5) [38].

xrec(t) =
1

CΨ

∫
a

∫
b

〈
x(t), Ψa,b(t)

〉
Ψa,b(t)db

da
a2 (5)

where xrec(t) is the reconstructed time series data.

2.2.2. Singular Value Decomposition (SVD)

Singular value decomposition (SVD) is one of the most important matrix factorizations
of the computational era [39]. The SVD provides a strategic approach to determine low-
dimensional approximations of high-dimensional data in terms of its dominant correlation
patterns. It performs this task by tailoring a new coordinate system capable of highlighting
axes of greatest variance. This technique is data driven, meaning that the patterns are
discoverable purely from data [40]. Therefore, data-driven pattern discovery requires no
prior knowledge or intuition of the data being analyzed. Unlike the eigen-decomposition,
the SVD is also guaranteed to exist for any matrix, making it a useful tool for data analytics
and machine learning. The SVD is computed by first obtaining a high-dimensional data
set. In this study, the time–frequency matrix of wavelet coefficients (C), as computed using
Equation (3), served as our high-dimensional data. This C matrix can be alternatively
expressed, as shown in Equation (6) [36].

C =

Cb1,a1 · · · Cbm ,a1
...

. . .
...

Cb1,an · · · Cbm ,an

 (6)

The rows of matrix C are frequency scales a1 to an while the columns are time windows
b1 to bm that span the duration of the signal. The “svd” function in MATLAB is thereafter
used to express matrix C as the product of two singular vectors u and v, as well as an
orthogonal column of singular values σ. This relationship is shown in Equation (7) [39].

C = uσv (7)

where * denotes the complex conjugate transpose.
In the case of matrix C, where bm > an, the matrix σ has at most n non-zero elements

on the diagonal and can hence be written as σ =

[
σ̂
0

]
. It is therefore possible to exactly

represent C using the economy SVD as shown in Equation (8) [39].
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C = uσv∗ =
[
û û⊥

]
=

[
σ̂
0

]
v∗ = ûσ̂v∗ (8)

where û and σ̂ are the first n columns of u and first n-by-n block of σ.
The SVD algorithm provides a hierarchy of low-rank matrix approximation. A rank-r

approximation is obtained by keeping the leading r singular values and vectors and discard-
ing the rest. C can therefore be represented as the sum of the rank-r matrix approximations,
as shown in Equation (9) [39].

C ≈ C̃ = ∑r
k=1 ukσkv∗k = u1σ1v∗1 + u2σ2v∗2 + · · ·+ urσrv∗r (9)

This study shows that it is possible to denoise a signal by reconstructing its rank-1 ma-
trix approximation using the ICWT. This rank-1 matrix proved to contain mainly transient-
related information, and the higher-ranking matrix approximations were noise polluted
and therefore discarded.

2.2.3. Sigmoid Thresholding

The final stage of the data-driven denoising algorithm includes a soft threshold on the
reconstructed time series data x(t)rec. This was performed to eliminate residual noise that
was not eliminated by the SVD algorithm. A sigmoid function was used to perform soft
thresholding by deriving a scalar multiplier f (t) of values between zero and one, as shown
in Equation (10) [28]. If the values in the x(t)rec array were above a specified threshold, it
was squeezed towards 1; however, if the values were below the threshold, it was squeezed
towards 0. The threshold was established using Stein’s Unbiased Risk Estimate (SURE) [30].
This framework has been widely applied to determine the optimal amount of shrinkage
performed during soft thresholding. A detailed discussion of this algorithm was provided
by Donoho, D.L., et al. [41].

f (t) =
1

1 + e−2(x(t)rec−SURETresh)
(10)

The final denoised signal xdenoised was computed by multiplying the scalar multiplier
f (t) with the reconstructed rank-1 signal xrec(t) as shown in Equation (11) [28].

xdenoised = xrec(t)× f (t) (11)

2.3. Model Validation

To evaluate the performance of the proposed denoising algorithm, a signal with four
periodic transient impulses was generated as shown in Figure 4a. From the graph, it is
evident that the transient activities are located at times 0.02 s, 0.04 s, 0.06 s, and 0.08 s,
respectively. This form of transient activity is representative of the vibrational behavior of
faulty rotating machinery in an ideal zero-noise environment. This signal was simulated
using a free damped vibration model, as expressed in Equation (12) [21]. The input
parameters used for this model are provided in Table 1.

y(t) = ∑4
i=1 A(i) exp

{
−ζ√
1− ζ

[2π f0(t− i·p)]2
}

sin[2π f0(t− i·p)] (12)

In reality, it is not possible to obtain a zero-noise signal. A more realistic representation
of the vibration signal collected from a faulty rotating machine is shown in Figure 4b. To
obtain this signal, –5 db of white noise n(t) was added to the clean signal. Figure 4a,b
clearly highlights the importance of denoising prior to performing statistical analysis. It
can be observed in Figure 4b that most of the fault-induced vibrational transients become
vaguely visible in the presence of noise. It is therefore difficult to extract robust condition
monitoring features from such a noisy signal. The proposed denoising algorithm therefore
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seeks to recover the signal shown in Figure 4a from the obtained signal in Figure 4b,
assuming no prior knowledge of the embedded transient activity.
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Table 1. Input parameters for simulated free damped vibration model.

Input Parameters Values

Frequency (f0) 1000 Hz

Impulse Period (p) 0.02 s

Damping Ratio (ζ) 0.01

Sampling Rate (fs) 10 kHz

Initial Magnitude (A) 1~4

Time Array (t) Range: 0.0001~0.1 s, Time Steps 0.0001 s

The first step in the proposed denoising algorithm was to convert the noisy time
series vibration shown in Figure 4b to its time-frequency representation. This transfor-
mation was performed using the CWT as shown in Figure 5a. From the 3D surface plot,
it is evident that there are transient activities at 0.04 s and 0.06 s; moreover, the transients
at 0.02 s and 0.08 s are less profound because they are buried in noise. All four transients
cover a wide frequency range of 600 Hz to 2000 Hz. To eliminate substantial amounts
of the background noise, a singular value decomposition was performed on the CWT
matrix (Figure 5a). The SVD algorithm interprets the rows of a matrix as features and
the columns as observations. In the case of the CWT matrix, the frequency bands are
therefore features, and time steps are observations. From a statistical point of view, the
SVD algorithm can identify and rank the variance of the frequency bands as they evolve
over time. The SVD therefore provides a hierarchy of low-rank approximations. A rank-r
approximation is obtained by keeping the leading r singular values and vectors while
discarding the rest. Since noise is described as having constant variance and zero mean
over time, the frequency bands containing purely noise-related coefficients will have
smaller singular values than frequency bands containing dynamic information related to
transient activities. By only keeping the rank-1 matrix approximation and discarding
the remaining smaller noise riddled approximations, it is possible to obtain a denoised
representation of the time–frequency plot, as shown in Figure 5b. This denoised repre-
sentation clearly highlights the four transient activities in the signal. From the Singular
Value plot in Figure 6a, it can be observed that most of the information present in the
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signal is contained in the first few singular values. Additionally, it can be observed that
the rank-1 matrix approximation only captures 17.8% of the total energy in the data
while still retaining all the information relating to transient activities, as shown in the
cumulative energy plot in Figure 6b. This demonstrates the difficulty in developing
robust condition monitoring systems when analyzing noisy vibrational data, since noise
accounts for most of the information present in the signal.
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The rank-1 matrix approximation can now be reconstructed to its time domain rep-
resentation using the ICWT and soft threshold using the Sigmoid thresholding algorithm.
Figure 7a,b shows the results of the proposed DD denoising algorithm and the tradi-
tional DW denoising, respectively. Although the results of the DW denoising (Figure 7b)
produced a certain level of denoising, this approach faintly captures the transient activity
of the original signal. However, it fails to retain the natural periodic characteristics that
were present in the original clean signal (Figure 4a). The DW denoising failed to capture
the natural periodic characteristics because it eliminated noise based on frequency mag-



Lubricants 2023, 11, 90 10 of 20

nitude. Moreover, it decomposed the noise-contaminated signal into different frequency
bands but, in doing so, removed some spatiotemporal behavior relating to the periodicity
of the signal. This limitation of the of the DW denoising algorithm was also reported by
He et al. [21]. On the contrary, the DD denoising model proposed in this study does not
only capture the natural transient behavior of the original signal but also maintains its
periodicity, as shown in Figure 7a. Such denoising performance was achieved because
the SVD is a tool capable of extracting both CWT coefficients of high magnitude and
variance and their corresponding spatiotemporal behavior, which contains information
relating to the signal’s periodicity. It is therefore evident that the denoising performed
using the DD approach outperformed the DW denoising method. The clean impulsive
signals retained after performing the DD denoising is useful for machine fault diagnosis
and monitoring.
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The performance of the proposed DD denoising algorithm is statistically evaluated
by using the exact ideal signal y(t) (Figure 4a) as a reference of an exact solution. Both
denoising approaches are then compared with the exact solution by computing their Mean
Squared Error (MSE). MSE is a popular statistical tool in signal processing that is used to
compare the similarity of two signals [42]. The closer the MSE value is to zero, the more
similar the two signals are. MSE is mathematically expressed as shown in Equation (13) [42].

MSE =
1
N ∑N

i=1(yi(i)− xdenoised(i))
2 (13)

where N is the number of the signal data points acquired, yi is the time series of the
exact ideal signal, and xdenoised is the time series of the denoised signal. As shown in
Figure 8, the noisy signal with −5 db white noise had an MSE of 0.459. After denoising
with the traditional DW denoising algorithm and the proposed DD denoising algorithm,
the MSE score decreased to 0.115 and 0.068, respectively. Since the DD denoising algorithm
yielded the lowest MSE when compared to the exact solution, this suggests that the DD
denoising algorithm was the best approach to recover useful transient activity from a noise-
contaminated signal and hence is the most similar to the exact solution. The results further
show that the traditional DW denoising was able to decrease the error by 74.9% while our
proposed denoising algorithm decreased the error by 85.2%. It is therefore evident that the
proposed DD approach outperforms the traditional DW denoising by obtaining half the
error of the DW denoising algorithm.
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3. Application of DD Denoising in Lubrication Condition Monitoring of a Plastic
Injection Molding Machine’s Toggle Clamping System

The plastic industry is one of the world’s fastest growing industries [43]. It has
grown to be one of the few multibillion-dollar industries in the world. Many of the plastic
parts used in everyday life are produced via plastic injection molding. This widespread
popularity is directly attributed to the fact that plastic injection molding is flexible enough
to produce parts of varying shapes and geometric complexity at high production volumes
and at a relatively low cost [44].

Plastic injection molding is a five-stage process [43]. These stages include melting,
filling, packing, cooling, and ejection. In the melting stage, plastic resin falls onto the
rotating screw from the hopper. It is then conveyed through the barrel via the flights of
the screw [45,46]. Inside the barrel, the plastic resin is gradually melted as it is pushed
towards the nozzle [47]. When sufficient molten plastic material accumulates at the nozzle,
the injection molding machine commences its filling stage. In the filling stage, the screw
stops rotating and acts similar to a plunger, pushing the molten plastic through the nozzle
and out of the barrel, into a shaping mold. Once the mold is filled, the machine enters the
packing stage of production, which compresses additional plastic material into the mold,
resulting in a fully molded part. The molded part is finally allowed to cool and solidify
and is thereafter ejected from the shaping mold.

Injection molding is a cyclic process, suggesting that all five stages are sequentially
repeated when manufacturing parts [43]. The clamping system of an injection molding
machine is therefore an integral component as it is responsible for clamping the shaping
mold at the start of the cycle and unclamping the shaping mold for part ejection at the end
of the cycle. Most injection molding machines either utilize a ram or toggle-type clamping
unit [48]. Ram clamping units are generally utilized for high-precision injection molding
while toggle clamping units are used for high-speed injection molding. In industry, toggle
clamping units are more often preferred over ram clamping units as they are generally more
energy efficient. For this reason, the present research focuses on the toggle clamping system.

In an actual industrial setting, the toggle clamping system undergoes repeated clamp-
ing and unclamping cycles. To prevent failure, lubricant must be constantly pumped
into the journal of this clamping system. The presence of lubricant in the journal limits
metal-to-metal contact, thereby reducing friction, wear, and catastrophic damage to the
clamping system [49]. The lubricant added to the system, however, gradually deteriorates
as the cycle number increases. Lubricant must therefore be constantly replenished in a
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timely manner. Premature replenishment of the lubricant results in lubricant waste which
subsequently reduces profits and impacts the environment negatively as more lubricant
must be disposed. On the contrary, late replenishment of the lubricant results in damage
to the toggle clamping system. To mitigate this problem, vibration analysis was used to
perform a real-time condition monitoring of the toggle clamping system [50]. It was shown
that it is possible to derive a vibration-based Shock Response Health Indicator that reflects
the real-time lubrication condition of the toggle clamping system. The Shock Response
Algorithm was used to derive a Health Indicator directly from the vibration signal collected
from the toggle clamping system. Raw vibration signals acquired from the toggle bearing
are unfortunately susceptible to background noise corruption. The presence of background
noises suppresses useful fault-related vibrational signatures, thereby decreasing the reliabil-
ity of a condition monitoring system. To overcome this challenge, the proper denoising of
raw vibrational signals is essential. This study seeks to improve the reliability of the Shock
Response Health Indicator by applying the previously discussed DD denoising algorithm
to the preprocessing of the raw vibration signals obtained from the toggle clamping system.
The reliability of the Health Indicator obtained under the following three circumstances
were compared: (a) no denoising algorithm is performed, (b) denoising is performed with
the traditional DW denoising algorithm, and (c) denoising is performed using our proposed
DD denoising algorithm.

3.1. Materials and Methods
3.1.1. Injection Molding Machine

The experiments described in this study were conducted on the CLF-60TX injection
molding machine as shown in Figure 9. This machine was a hydraulically controlled,
toggle-type injection molding machine manufactured by Chuan Lih Fa Machinery Works
Co., Ltd., with headquarters located in Tainan, Taiwan. It has a maximum clamping force
rating of 600 kN. The machine had a 22 kW servo system allowing for a maximum shot
rate of 115 cm3/s. It has a maximum system pressure of 170 bar and a maximum injection
pressure of 2951 kg/cm2. The PLC control system is manufactured by MIRLE Automation
Corporation (Hsinchu, Taiwan).
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3.1.2. Data Acquisition System

The data were acquired from both a strain gauge and a PCB Piezotronics accelerometer
(Model:352A24) of sensitivity 100 mV/g and a measurement range of ±50 g. This sensor
was manufactured in Depew NY, USA. The data acquisition system (DAQ) used to acquire
the signals was the IMC CRONOSflex, which was manufactured in Berlin, Germany. This
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DAQ has a total of 8 analog channels capable of individually acquiring frequency of
100 kHz.

3.1.3. Experimental Setup

1. Figure 10a,b shows schematics of the toggle clamping system investigated in this study.
2. The external surface of the stationary pin of the toggle clamping system was properly

cleaned with acetone cleaner to remove oil or any other contaminants;
3. A PCB Piezotronics accelerometer was first fastened to the stationary pin of the toggle

clamping system using quick-setting cyanoacrylate adhesive glue as recommended
by the manufacturer’s datasheet. This set up is shown in Figure 10c;

4. A strain gauge was connected across the tie bar of the injection molding machine
(Figure 10d);

5. Both strain gauge and accelerometer were connected to the IMC CRONOSflex DAQ
and sampled at 100 Hz and 50,000 Hz, respectively;

6. The data from the sensors were transferred from the DAQ system to an in situ PC via
an RJ45 cable for further analysis.
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3.1.4. Experimental Procedures

1. The clamping force of the CLF-60TX was fixed at 240 kPa;
2. Since the lubrication system of the machine was time-controlled, the toggle clamping

system was thereafter lubricated for 40 s with an anti-stick, extreme pressure oil. A
lubrication time of 40 s injects the maximum quantity of lubricant into the journal and
therefore represents complete relubrication;

3. The toggle was clamped and unclamped repeatedly, replicating industrial mass pro-
duction;
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4. The plastic injection industry currently relies on the machine operator’s experience
to determine the number of cycles before relubrication. It is therefore a common
practice for the toggle to be relubricated when the experienced machine operator
detects a screeching sound during operation. Similarly, in this study, the toggle
was completely relubricated for 40 s when a screeching sound was detected by the
experience machine operator;

5. At the onset of a screeching sound, as detected by the experienced machine operator,
the toggle clamping system was completely relubricated for 40 s while allowed to
continue its clamping and unclamping motion;

6. Relubrication was performed at cycles 150, 330, 530, 710, and 880 as determined by
the machine operator;

7. The reliability of the Shock Response Spectrum (SRS) Health Indicator was evaluated
when using (a) raw vibration, (b) vibration denoised with a traditional CW denoising
method, and (c) vibration denoised using the DD denoising algorithm. Figure 11
summarizes the described analytical procedures.
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3.2. Data Acquisition and Treatment

Figure 12 shows the data acquired during a single clamping-unclamping cycle. The
blue profile represents the vibration data acquired using the accelerometer while the orange
profile shows the strain changes acquired using the strain gauge. From points a–b, the
toggle clamping system closes. From points b–c, the toggle clamping system is clamped.
Points c–d are the injection, packing, and cooling periods. However, since the objective of
the research was not to monitor product quality, there was no injection of molten plastic
material into the shaping mold during testing. This explains why the period from 22 s
to 27 s remains constant. Empty shots were performed to not waste plastic material.
Points d–e represent the unclamping of the toggle clamping system, and points e–f are the
retraction of the shaping mold to its zero position. Morgan and Chu [50] had shown that
the unclamping period provides more information relating to the lubricating condition of
the toggle clamping system than that of the clamping period. This study was improved
by subjecting the vibration signal obtained during the unclamping period to a denoising
pretreatment and then analyzing it using the Shock Response Spectrum algorithm.
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Figure 12. Data collection profile of the acceleration and strain of a complete plastic injection molding
cycle [50], where segment a-b shows the closing of the shaping mold, segment b-c shows the clamping
of the shaping mold, segment c-d shows the injection, packing and cooling stages, segment d-e shows
the unclamping of the shaping mold and segment e-f shows the stage the shaping mold returns to its
origin position.

4. Results/Discussion

Figure 13 shows the results after computing the Shock Response Health Indicator
from (a) the raw vibration signal, (b) vibration signal denoised with the traditional DW
denoising algorithm, and (c) the vibration signal denoised with the proposed DD denoising
algorithm, respectively. The y axis of each plot represents the lubricating condition of the
toggle as quantified by the Health Indicator while the x axis represents increasing cycle
numbers. The vertical blue lines highlight the points where lubricant was added to the
toggle clamping system. These relubrication points were determined to occur at cycles 150,
330, 530, 710, and 880. A visual inspection of the figures shows that lubricant degradation in
the toggle clamping system of the plastic injection molding machine behaves in agreement
with the widely published bathtub curve [51]. At the start of testing, and when the toggle
was properly lubricated, its Health Indicator score was maintained at a low failure rate,
as represented by the green arrows. However, as cycle numbers increased, the lubricating
condition deteriorated and transitioned to an increasing failure as represented by the red
arrows. Upon the relubrication of the toggle, the Health Indicator rapidly decreased,
indicating a decreasing failure rate, as represented by the yellow arrows.
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Although it can be visually identified when the lubricating condition transitions
between a healthy and unhealthy state, for a practical industrial application, this transition
must be mathematically quantified. An ideal condition monitoring regime should therefore
be able to automatically trigger relubrication when the lubricating condition of the toggle
transitions from a low failure rate to an increasing failure rate. It is, however, not suitable to
derive a fixed relubrication threshold, as the amplitude of the vibration generated during
toggle operation is dependent on factors such as ambient temperature, type of lubricant, age
of the machine, operational clamping force, etc. Although the amplitude of the vibration
is specific to the machine’s operational condition, a consistent vibrational pattern was
observed using the Shock Response Spectrum (SRS) Health Indicator. When the toggle was
properly lubricated, the SRS Health Indicator computed for successive unclamping cycles
remains fairly stable with low variance when the signal is properly denoised (Figure 13c).
However, as the lubricating condition begins to deteriorate, the variance of the SRS Health
Indicator increases in a random manner. Density based clustering is therefore the most
suitable tool to capture the change in data pattern from a healthy to an unhealthy lubricating
state. During the healthy state, the local density of the observations will be high as the
variance is low. The data cluster during this stage is therefore not sparse. As the lubricant
transitions to an unhealthy state, the local density becomes low as the variance increases.
The data cluster during this stage is therefore sparce. A successful condition monitoring
system should be able to automatically detect the changes in the sparsity of the clusters. In
MATLAB, there are two commonly used unsupervised clustering tools, namely K-Means



Lubricants 2023, 11, 90 17 of 20

and DBScan. K-Means was, however, used to perform the clustering in this study as it is
reported to perform better than DBScan with data sets that have varying densities [52]. Data
that exists in the same cluster typically have similar behavioral patterns. Using the K-Means
clustering tool, the data were determined to exist in four different clusters, with the green
cluster of points representing healthy observations; moreover, the magenta, red, and black
points were determined to be unhealthy observations. After clustering, it can be observed
that, when no data denoising (Figure 13a) is performed prior to computing the Health
Indicator, there is a significant amount of outliers (magenta and back points) occurring
during the “Low Failure Rate” stages of the lubricant lifecycle. The presence of these outlier
observations decreases the reliability of the condition monitoring system as it will trigger
false positive alarms and subsequently result in premature relubrication and lubricant
waste. When the denoising was performed using the traditional DW denoising algorithm
(Figure 13b), the preponderance of outlier observations during the “Low Failure Rate”
stages decreased marginally. However, a significant decrease in numbers of outlier points
occurring during the “Low Failure Rate” stages can only be observed when the data were
first denoised with the proposed DD denoising algorithm prior to computing its Health
Indicator. This study therefore shows that a large amount of the fluctuation in the raw
vibrational data was caused by external activities unrelated to lubricant degradation. The
proposed DD denoising algorithm therefore makes it possible to devise a robust condition
monitoring system that is immune to external noise. The DD denoising algorithm removes
the noise-influenced outliers. The elimination of these noise-influenced outliers makes
it easy to distinguish between a low failure rate state (healthy) and an increasing failure
rate state (unhealthy). The system can now trigger relubrication only when the toggle’s
lubricating condition changes from a low failure rate to an increasing failure rate because
all the false noise-influenced outliers are eliminated, thereby increasing its reliability. Such
a relubrication regime has the potential to maximize lubricant use while keeping metal-to-
metal contact to a minimum, as the lubricant can now be added at the exact cycle when the
lubrication condition starts to deteriorate.

To statistically evaluate the performance improvement of the data-driven algorithm, a
false positive rate was computed using Equation (14) [53].

False Positive Rate =
Fales Positive

False Positive + True Negative
× 100 (14)

where the False Positive observations were taken to be the number of outlier points (un-
healthy non-green points) occurring during the “Low Failure Rate” stages of the lubricant’s
lifecycle while the True Negative were the inlier points (healthy green points) occurring
during this same period. The False Positive Rate is inversely proportional to reliability. The
lower the False Positive Rate, the more reliable the system and vice versa. Figure 14 shows
that the DD denoising approach yielded the lowest False Positive Rate of 1%, suggesting a
highly reliable data set. This was followed by the DW denoising having a False Positive Rate
of 7.6%, and the least reliable data set proved to be when no denoising was performed on
the raw data, having a False Positive Rate of 10.7%.

In the final part of this study, the computational overhead necessary to implement the
proposed denoising approach was assessed. Since the proposed denoising algorithm is
data driven, it is inevitably more computationally expensive than that of the traditional DW
denoising method. The computational overhead for both the proposed DD denoising model
and the traditional DW denoising model were assessed using the MATLAB programming
environment installed on a laptop PC with an Intel(R) Core(TM) i7-7500U CPU @ 2.70 GHz
and 16.0 GB RAM. Both denoising approaches were performed on a vibration signal with
7000 samples and sampled at a rate of 50,000 Hz. Computation was completed for the
traditional DW denoising method in 0.007 s while the DD model took 0.38 s to be computed.
Although the DD denoising model took a considerably longer computational time, it
remains useful in condition monitoring systems where data are sampled intermittently.
In this study, intermittent sampling was used to perform the condition monitoring of the
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lubrication condition of the toggle clamping system since computation was only performed
on the vibration generated during the unclamping of the toggle clamping system. There
were approximately 5 s between successive unclamping cycles. The time delay of 5 s
was much longer than the denoising time of 0.38 s. Thus, the additional computational
overhead posed by the data-driven approach had no effect on the real-time condition
monitoring system.
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5. Conclusions

1. Noise contamination reduces the reliability of vibration-based condition monitor-
ing systems;

2. This study proposed a novel and unsupervised data-driven (DD) Denoising algorithm
using the Continuous Wavelet Transform method paired with the singular value
decomposition method;

3. The proposed model was validated with simulated data. It outperformed the tradi-
tional Discrete Wavelet denoising algorithm, resulting in an 85.2% noise reduction;

4. The DD denoising algorithm was applied to the real time lubrication condition moni-
toring of the toggle clamping system, thereby improving the system’s robustness. It
decreased the false positive rate from 10.7% when no denoising was performed to 1%.

6. Future Work

At present, the proposed model has been validated numerically and in a single practi-
cal case where the lubrication condition of a toggle clamping system of a plastic injection
molding machine was monitored. To add further validity to this study, the DD denoising
algorithm’s noise reduction performance must be evaluated when integrated into condition
monitoring systems of different types of industrial machines. The algorithm must also
be translated from the MATLAB programming language to the C/C++ programming
language to improve its computational speed.
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