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Abstract: The present work provides validation of the ultimate tensile strength computational
models, based on full-scale lamellar graphite iron casting process simulation, against previously
obtained experimental data. Microstructure models have been combined with modified Griffith
and Hall–Petch equations, and incorporated into casting simulation software, to enable the strength
prediction for four pearlitic lamellar cast iron alloys with various carbon contents. The results show
that the developed models can be successfully applied within the strength prediction methodology
along with the simulation tools, for a wide range of carbon contents and for different solidification
rates typical for both thin- and thick-walled complex-shaped iron castings.

Keywords: lamellar graphite iron; ultimate tensile strength; primary austenite; gravity casting
process simulation

1. Introduction

Nowadays, there is a great need to further improve both the material properties and the
prediction models for optimization of the heavy truck engine components aimed to fulfil the rigorous
environmental legislations, sustainability goals, and customer demands. Cylinder blocks and cylinder
heads are the primary components of these engines, and the majority of them are composed of lamellar
graphite iron (LGI). The ultimate tensile strength (UTS) of LGI is an essential material property that
determines the engine performance and the fuel consumption. The complex geometry and variation of
the wall thickness in the cylinder blocks result in different solidification times through the component,
and thus, different tensile properties.

A number of investigators [1–6] underlined the major influence of the graphite flake size on the
strength of LGI. It is believed that under stress, the graphite flakes are dispersed in the metal matrix
act as notches that decrease the material strength. Modified Griffith and Hall–Petch models were
introduced for the prediction of UTS in LGI, where the maximum graphite length was considered
as the maximum defect size [3,7–9]. Recently, it was found that the maximum defect size can never
be larger than the interdendritic space between the primary austenite dendrites formed during the
solidification process [10]. The length scale of the interdendritic space was characterized by the
hydraulic diameter of the interdendritic phase (DHyd

IP ), which proved to be the most suitable parameter

to express the detrimental effect of the graphite lamella in the metallic matrix. Thus, the DHyd
IP parameter

was introduced as the maximum defect size in the modified Griffith and Hall–Petch equations [10,11].
Over the past decades, computer simulations of LGI solidification were carried out by several

researchers [7–9,12,13] to describe the thermal history and the microstructure evolution of LGI castings.
The main objective of these studies was prediction of the UTS. Macroscopic heat flow modeling,
coupled with growth kinetic equations, was introduced in [7] to predict various microstructure
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features of LGI. Consequently, a modified Griffith fracture relation was applied to determine the UTS
of a commercial LGI alloy. A similar solidification model was developed in [8], where a microstructure
evolution model was employed together with the modified Hall–Petch equation for calculation of the
UTS. Note that in [8], two different cooling rates resulted in two different relationships between the
UTS and the maximum graphite flake length. Similar observations were made in [10], where three
different cooling rates led to providing three different linear dependencies between the eutectic cell
size (direct proportional to the maximum graphite length) and the UTS.

The present work provides validation of the UTS computational models against experimental
data, based on full-scale pearlitic LGI gravity casting process simulation. We investigated whether the
models recently developed in [10,11] can be applied within the UTS prediction methodology, along with
the simulation tools, for different alloy compositions and for different solidification rates. The novel
methodology for UTS prediction, presented in this paper, involves DHyd

IP as the key morphological
parameter, along with the pearlite lamellar spacing. These parameters are dependent on solidification
time, cooling rate, and alloy composition. The proposed approach bears simplicity compared to
the microstructure modelling methods [7,8]. The methodology is validated to include analytical
formulation of the UTS prediction models and robust experimental thermal analysis, to obtain latent
heat of solidification and solid-state transformation as input data for the simulation. First, the UTS
modeling methods are elaborated followed by the details on the experimental setup and alloy
composition. Casting simulation model is then introduced, as well as the simulation procedure.
The results are discussed in comparison with the temperature and UTS measurements, followed by
conclusions regarding applicability and limitations of the proposed UTS prediction methodology.

2. UTS Modeling

The modified Griffith fracture relation is given by Equation (1) [3], and the modified Hall–Petch
strengthening model is represented by Equation (2) [8].

σUTS =
kt√

α
(1)

σUTS = k1 +
k2√

d
, (2)

where σUTS is the ultimate tensile strength, α is the maximum defect size, and kt is the stress intensity
factor of the metallic matrix, k1 and k2 are the contributions from other strengthening mechanisms,
and d is the grain size. The maximum defect size and grain size, α and d, are provided in µm,
parameters kt and k2 are in MPa,

√
µm, and k1 is in MPa.

It was found in [10] that DHyd
IP is the dominant factor that reduces the UTS in lamellar graphite

iron alloys. A modified Griffith equation was obtained in [10] as result of the linear regression analysis
of the experimental data, Equation (3).

σUTS =
1212√
DHyd

IP

(3)

According to this model, if a tensile force is applied on the microstructure, a crack will start
to form at a certain stress level. The crack will propagate relatively easily through the numerous
interconnected graphite particles that are embedded in the metallic matrix of the eutectic cell. When the
crack reaches the metallic matrix (pearlite) that was originated from the primary austenite (dendritic
phase), the relatively rapid crack extension will be halted, due to the fact that much larger stresses are
required for the fracture of this phase. The magnitude of the additional stress is proportional to the
pearlite lamellar spacing (λpearlite). Based on this assumption, it becomes apparent that the effect of
λpearlite on the UTS must be taken into consideration. Thus, linear multiple regression analysis was
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made to determine the simultaneous influence of the DHyd
IP and the λpearlite on the UTS. The model

obtained is based on the modified Hall–Petch relation, and is expressed by Equation (4) [11].

σUTS = 70.9 +
491.2√
DHyd

IP

+
295.7√

DHyd
IP ·λpearlite

(4)

The DHyd
IP parameter was found to be related to the solidification time (ts) and the fraction of

primary austenite (fγ), as seen from Equation (5) [14].

DHyd
IP =

1
0.8· fγ

·ts
1
3 (5)

The λpearlite parameter at room temperature was assumed to be dependent on the cooling rate in
the eutectoid transformation region. The empirical relationship between λpearlite at room temperature,
and the cooling rate at the temperature intervals between 700 and 740 ◦C, is shown in Figure 1.
The experimentally derived relation Equation (6) was used for investigating the effect of different
λpearlite prediction models on simulated UTS. The measurements techniques, the microstructure and
thermal data that resulted in Equation (6), are presented elsewhere [11,12]. Briefly, the pearlite lamellar
spacing was measured using SEM and a linear intercept method. The minimum value was considered
to be the correct spacing (perpendicular to the lamellae). The distance between 11 adjacent ferrite
lamellas was measured and divided by 10 for estimation of a single interlamellar spacing.

λpearlite = 0.054·
(

dT
dt [700;740 ◦C]

)−0.525
(6)

Metals 2018, 8, 684  3 of 12 

 

the crack reaches the metallic matrix (pearlite) that was originated from the primary austenite 

(dendritic phase), the relatively rapid crack extension will be halted, due to the fact that much larger 

stresses are required for the fracture of this phase. The magnitude of the additional stress is 

proportional to the pearlite lamellar spacing (λpearlite). Based on this assumption, it becomes apparent 

that the effect of λpearlite on the UTS must be taken into consideration. Thus, linear multiple regression 

analysis was made to determine the simultaneous influence of the Hyd

IPD  and the λpearlite on the UTS. 

The model obtained is based on the modified Hall–Petch relation, and is expressed by Equation (4) 

[11]. 

491.2 295.7
70.9


= + +


UTS

Hyd Hyd
pearliteIP IPD D

 (4) 

The Hyd

IPD  parameter was found to be related to the solidification time (ts) and the fraction of 

primary austenite (fγ), as seen from Equation (5) [14]. 

𝐷𝐼𝑃
𝐻𝑦𝑑

=
1

0.8 ⋅ 𝑓𝛾

⋅  𝑡𝑠

1
3 (5) 

The λpearlite parameter at room temperature was assumed to be dependent on the cooling rate in 

the eutectoid transformation region. The empirical relationship between λpearlite at room temperature, 

and the cooling rate at the temperature intervals between 700 and 740 °C, is shown in Figure 1. The 

experimentally derived relation Equation (6) was used for investigating the effect of different λpearlite 

prediction models on simulated UTS. The measurements techniques, the microstructure and thermal 

data that resulted in Equation (6), are presented elsewhere [11,12]. Briefly, the pearlite lamellar 

spacing was measured using SEM and a linear intercept method. The minimum value was considered 

to be the correct spacing (perpendicular to the lamellae). The distance between 11 adjacent ferrite 

lamellas was measured and divided by 10 for estimation of a single interlamellar spacing. 

𝜆𝑝𝑒𝑎𝑟𝑙𝑖𝑡𝑒 = 0.054 ∙ (
𝑑𝑇

𝑑𝑡 [700;740 °𝐶]
)

−0.525

 (6) 

 

Figure 1. Pearlite lamellar spacing as function of cooling rate between 700 and 740 °C. 
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Figure 1. Pearlite lamellar spacing as function of cooling rate between 700 and 740 ◦C.

3. Materials and Methods

3.1. Cylindrical Castings

The experimental layout contained three cylindrical cavities, each one surrounded by a different
material (steel chill, sand, and insulation) intended to provide three different cooling rates. The entire
assembly was enclosed by a furan-bounded sand mold. The dimensions of the cylinders surrounded
by sand and chill were ∅50 × 70 mm, and the insulated cylinder dimensions were ∅80 × 70 mm.
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A lateral 2-D heat flow condition was induced by placing an insulation plate at the top and bottom of
the cylindrical castings. The design of the cylindrical castings and arrangement of the experimental
layout are shown in Figures 2 and 3, respectively.
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Figure 3. The experimental layout. (1) Thermocouples, (2) sand mold, and (3) insulation plates.

Two type S thermocouples with glass tube protection were embedded in every cylindrical casting.
A central thermocouple was located on the central axis of the cylinder. The distance between the
central and the lateral thermocouple was 20 mm for the ∅50 mm cylinder and 30 mm for the ∅80 mm
cylinder. The thermocouples were placed at the mid-height of each cylinder and the temperatures
were recorded at approximately 0.2 s interval. A 16-bit resolution data acquisition system with the
sampling rate 100 Hz was employed [12].

The mold-filling time was 12 s. The solidification times of the metal in the chill, sand, and insulation
were roughly 80, 400, and 1500 s, respectively. An electric induction furnace was utilized for melting of
the charge material. The cast iron base alloy was inoculated with a constant level of a standard Sr-based
inoculant. Four hypoeutectic lamellar graphite iron heats with varying carbon contents were produced.
The alloy with the higher carbon content was cast first, and steel scraps were added to the furnace for
the adjustment of the carbon content in the following casting. Coin-shaped specimens were extracted
for chemical analysis. The chemical compositions of the four different alloys are presented in Table 1.
All the castings had a fully pearlitic microstructure.
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Tensile strength measurements were performed using a dog bone-shaped specimen with 6 mm
diameter in the gauge section, 35 mm gauge length, and a 3 µm surface finish. The tests were
conducted at a strain rate of 0.035 mm/s and at room temperature. The experimental tensile samples
were machined at the distance ~10 mm (sand, chill) and ~20 mm (insulation) from the cylinder axis.
The load cell error of the tensile testing machine was <0.5%.

Table 1. Chemical composition (wt %) and carbon equivalent (Ceq = %C + %Si/3 + %P/3).

Alloy C Si Mn P S Cr Cu Ceq

A 3.62 1.88 0.57 0.04 0.08 0.14 0.38 4.26
B 3.34 1.83 0.56 0.04 0.08 0.15 0.37 3.96
C 3.05 1.77 0.54 0.04 0.08 0.14 0.36 3.65
D 2.80 1.75 0.54 0.04 0.08 0.15 0.35 3.40

3.2. Simulation Model and Assumptions

A CFD software (Flow-3D CAST, v.5.0 from Flow Science, Inc., Santa Fe, NM, USA) [15] was
employed to develop a full-scale 3D model of the casting process for the experimental layout.
Mold filling and the cooling/solidification stages were simulated, and local UTS computations
were performed on the customized models. Mold-filling time was 12 s, and the laminar flow
model was applied. The casting temperature was 1360 ◦C, and the metal input diameter was 3 cm.
The ambient temperature was set to 20 ◦C. Symmetry boundary conditions were used on the faces
of the computational domain, except for the upper face, where the pressure boundary condition
was applied. A computational grid of cubical control elements was generated with the cell size
3 mm. The computational grid had a total of ~1 million cells. Different grid densities were tested,
and grid-independent results were obtained. The explicit solver was employed during the mold filling,
whereas the implicit solver was used for heat transfer simulation in the solidification phase. Since
the focus was on heat transfer and the UTS computation methodology, shrinkage and micro-porosity
models were not included in the solidification phase.

In this work, the amount of latent heat release due to solidification was related to the solid fraction
curves, seen in Figure 4, for the studied alloys. These curves were calculated from the registered
experimental cooling curves by using the Fourier thermal analysis method [16,17]. The latent heat of
solidification was considered equal to 240 kJ/kg for all studied alloys [18]. Fourier thermal analysis
was also applied on cooling curves for the determination of the latent heat release during the eutectoid
transformation. The latent heat releases at the eutectoid transformation was found to be similar for all
alloys and were incorporated into the specific heat curve as it is shown in Figure 5. The temperature
dependent cast iron thermophysical properties [12], and the calibrated heat transfer coefficients applied
in the simulation are presented in Table 2.
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Table 2. Temperature dependent properties of the cast iron and heat transfer coefficients *.

Temperature (◦C)

Cast Iron Thermophysical Properties Heat Transfer Coefficient

Density Specific Heat Thermal Conductivity Sand-Casting Chill-Casting Insulation-Casting

[kg/m3] [J/kg/K] [W/m/K] [W/m2/K] [W/m2/K] [W/m2/K]

600 7146 700 40 40 100 10
720 - 1074 - - 300 -
721 - 12301 - - - -
724 - 12308 - - - -
725 - 1082 - 50 - 10
750 - 733 - - - -
900 - - - 80 - 15

1000 6994 800 - 150 - 25
1100 - 825 - 250 1300 55
1154 6960 837 40 - 1450 -
1170 7016 - - - - -
1200 6985 - - - 1600 60
1227 6939 749 - - - -
1300 6876 771 - 380 - 180
1700 6395 807 38 940 2700 940

* Piecewise linear interpolation was made between neighboring points in the table.

3.3. Simulation Procedure

The simulation procedure consisted of model calibration with respect to the experimental cooling
curves available at the location of the central thermocouple. Correct reproduction of the experimental
cooling curves is the key for the UTS computation methodology, and one is free to choose methods for
model calibration. In this work, the calibration was done by adjustment of the typical heat transfer
coefficients between the metal and the insulation, sand, and chill. The UTS calculations for the cylinders
were performed during post-processing, by applying local solidification times, local cooling rates in
the eutectoid transformation region, and the experimentally determined fraction of primary austenite
(fγ) for each alloy: 0.3 for alloy A, 0.4 for alloy B, 0.51 for alloy C, and 0.61 for alloy D [16].

4. Results and Discussion

The general agreement within 7% was achieved between the simulated and measured cooling
curves for insulation-, sand-, and chill-encapsulated cylinders; see Figures 6–9. The larger differences
were observed in the solidification region of the chill castings where the eutectic reaction was predicted
at higher temperature than measured. This is because the solid fraction-temperature curves were
derived from the sand-casting thermal histories, where the undercooling was much lower. Moreover,
the solidification model in the simulation used the enthalpy method [19] and ignored the kinetics
of phase transformation and, therefore, the undercooling and recalescence of solidification were not
predicted. However, the simulated solidification times were in good agreement with the experiment.
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Figure 6. Simulated and experimental cooling curves (central thermocouple) for alloy A: (a) insulation,
(b) sand, and (c) chill.
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Figure 7. Simulated and experimental cooling curves (central thermocouple) for alloy B: (a) insulation,
(b) sand, and (c) chill.
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Figure 8. Simulated and experimental cooling curves (central thermocouple) for alloy C: (a) insulation,
(b) sand, and (c) chill.
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Figure 9. Simulated and experimental cooling curves (central thermocouple) for alloy D: (a) insulation
(b) sand, and (c) chill.

The measurement accuracy of the type S thermocouples was ±1.5 ◦C. It is worth noting that some
of the thermocouples inserted in the melt could be slightly displaced from their intended positions
during the solidification, which created an additional source of the measurement error; this can be seen
clearly, e.g., from the solidification part of the experimental cooling curve for the insulated cylinder in
Figure 7.

The simulated solidification times and cooling rates were used in Equations (3) and (4) for the
calculation of UTS. The predicted UTS distribution, substituted in the middle cross-section of the alloy B
casting, is shown in Figure 10. The figure illustrates the inhomogeneous material strength in the casting.
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It is directly related to the temperature gradient and the cooling rate distribution during solidification
and solid-state transformation. The reduced UTS is the result of the microstructure coarseness that is
related to the solidification time and the cooling rate. Moreover, large UTS gradients on the chilled
cylinder can be explained by the large temperature gradients at high solidification rate. Intermediate
and slow solidification rates on sand- and insulation-encapsulated cylinders resulted in more uniform
distribution of UTS values, due to the smaller temperature gradients during solidification. It should be
noted that the variation of UTS magnitude within the tensile bar positions (shown with dashed lines)
complicates the model validation.
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Figure 10. Distribution of ultimate tensile strength (UTS) calculated from Equations (4) and (6) for alloy
B: (a) insulation-, (b) sand-, and (c) chill-encapsulated cylinder; the dashed lines indicate the position
of the tensile bars.

The obtained values were compared to the measured UTS. Table 3 presents the experimental
and simulated UTS results for different cooling rates and for each alloy. The simulated UTS values in
Table 3 were picked from the mid-height locations of the tensile bar regions, indicated in Figure 10
with dashed lines. This would correspond to the failure location in the tensile test. However, the exact
fracture location might be influenced by several other factors, such as microporosities, graphite flakes
that are in contact with the casting surface, or other casting impurities. All of these can cause the crack
initiation at positions where the theoretical material strength is not the lowest. Apparently, the fracture
analysis is out of scope of the present work. There are quite small differences between simulated
and measured UTS values, with the exception of the intermediate and slow cooling rates (sand and
insulation) for alloy A, where all the models predicted the UTS with less accuracy. Relatively high,
but still acceptable average percentage errors are also observed for the insulated cylinders cast of alloys
C and D.
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Table 3. Experimental and simulated UTS.

Alloy

UTS, [MPa]
Average Percentage Error, [%]

Experiment
Simulation

Equation (3) 1 Equation (4) 2 Equation (3) 1 Equation (4) 2

A
Insulation 154 180 200 17 30

Sand 195 230 250 18 28
Chill 363 340–350 340–350 5 5

B
Insulation 211 204 213 3 1

Sand 254 255 269 1 6
Chill 368 365–375 385–395 1 6

C
Insulation 250 233 236 7 6

Sand 286 293 300 2 5
Chill 440 420–435 435–445 3 0

D
Insulation 289 260 253 10 12

Sand 337 325 323 4 4
Chill 447 440–455 475–490 0 8

1 Modified Griffith model; 2 Modified Hall–Petch model.

Comparisons between the calculated and the measured data are demonstrated in Figure 11.
The graph reveals a relatively strong correlation between the measured and computed UTS. The R2

values show that Equation (3) predicts the UTS with better accuracy than Equation (4). This indicates
the need to develop further the model for prediction of the λpearlite parameter.
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Figure 11. Correlation between measured and simulated UTS values.

The observed deviations between the simulated and measured UTS can be also attributed to the
limited number of tensile specimens [10] and to uncertainties regarding the measurements accuracy
of the DHyd

IP parameter, especially for the low cooling rate samples [20] that were used to develop the
UTS models.

The presented results should be related to two fundamental publications on computer simulations
of LGI solidification coupled with the Griffiths and Hall–Petch models [7,8]. The models for UTS
calculation utilized in these works were based on a narrow carbon content interval, and on a limited
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cooling rate variation, in comparison. Moreover, growth kinetic equations were employed in [7,8].
On the contrary, the latent heat release model by the “enthalpy method” [19] was adopted for the
solidification simulation in the present work. Furthermore, the presented way to determine the key
parameters and incorporate them into material property prediction is novel. In [7,8], the key parameter
was the eutectic cell diameter. It is evident that the modified Griffith and Hall–Petch equations are
applicable once the eutectic diameter can be predicted, as well as the pearlite lamellar spacing in the
Hall–Patch equation. A completely different approach validated in this work involved the hydraulic
diameter as the key morphological parameter, along with the pearlite lamellar spacing introduced
in [8]. The presented methodology to calculate the UTS features the simplicity of determining the key
parameters by simulation (solidification time, cooling rate, and composition dependent). While [7]
and [8] introduce complex microstructure models valid for small process intervals (with respect to
composition and cooling condition), the current methodology lays back to a robust experimental
thermal analysis [16], providing accurate input data (latent heat of both solidification and solid-state
transformation) for the simulation. A robust iteration process for tuning up the heat transfer coefficient
results in the accurately predicted cooling rate.

5. Conclusions

The novel UTS prediction methodology for fully pearlitic LGI alloys presented in this paper
involves hydraulic diameter as the key morphological parameter, along with the pearlite lamellar
spacing. It is characterized by simplicity, in comparison to the microstructure modelling methods.
The methodology includes analytical formulation of the UTS prediction models, and robust
experimental thermal analysis. The latter provides the latent heat of solidification and solid-state
transformation as input data for the solidification simulation. In turn, the simulation delivers the
solidification time and cooling rates for the UTS prediction models.

Microstructure models for the prediction of hydraulic diameter and the pearlite lamellar spacing,
combined with modified Griffith and Hall–Petch equations, were incorporated into casting simulation
software for the prediction of UTS in fully pearlitic LGI alloys. Overall, the simulation UTS results
were found to be in good agreement (within 9% on the average) with the measurements. However,
high average percentage errors were observed for the intermediate and slow cooling rates (sand and
insulation) for the alloy with the higher carbon content (alloy A). This study revealed the necessity
for development of a more advanced model for the prediction of the λpearlite parameter. The results
demonstrated the applicability of the novel UTS prediction models for different chemical compositions
and cooling conditions.

Further development of the microstructure modelling would enable determination of the key
parameters (hydraulic diameter and pearlite lamellar spacing). However, it seems not to be critical for
the presented novel UTS prediction methodology which is valid for the wide process interval.
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