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Abstract: The aim of our present study was to assess and compare the thermo-physical and
energy behaviour of different integrated building façades, using a multi-physics simulation
approach. Advanced integrated façades composed of opaque modules, one of them with a phase
change materials (PCM) layer, the others with multilayer panels, combined with transparent ones,
consisting of nano-structured materials and new-generation photovoltaic systems, were investigated.
A multi-physics approach was used for the design optimization of the studied components and
evaluation of their thermo-physical and heat transfer performance. In particular, computational fluid
dynamics (CFD) multi-physics transient simulations were performed to assess air temperature and
velocity fields inside the ventilated cavities. Analysis of heat and mass exchange through all the
components was assessed during heating and cooling mode of a reference building. The typical
Mediterranean climate was considered. Results comparison allowed the dynamic heat transfer
evaluation of the multilayer façades as a function of variable climatic conditions, and their flexibility
and adaptability exploitation, when different energy strategies are pursued. The multi-physics
modelling approach used, proved to be a strong tool for the energy design optimization and energy
sustainability evaluation of different advance materials and building components.

Keywords: building energy technology; advanced integrated façade; phase change
materials; integrated PV module; nano-structured materials; energy design; CFD simulations;
multi-physics modelling

1. Introduction

Research and technological innovation have produced a significant improvement in the building
envelope thermal and energy performances, plant system and equipment. Energy efficiency has
been investigated by comparing building retrofit/refurbishment solutions in existing non-residential
buildings. Responsive Building Elements (RBEs), especially Advanced Active Integrated Façades
(AAIFs), appear to be the most appropriate solutions for improving energy saving [1]. The AAIFs
are an effective solution for renewable energy exploitation in Mediterranean climates and achieving
energy sustainability with the use of dynamic construction elements able to passively absorb/adsorb,
dissipate, or accumulate energy. There has been a considerable amount of research into the field
of building envelope energy efficiency. In particular, applications of the AIF systems both at
design/commercial and research levels, have taken into account the concept suggested in [1,2] of the
envelope as a “dynamic” building element integrated with building plant/services. This means that
thermo-physical behaviour of building components may easily change over time and adapt to different
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building/occupant requirements (heating/cooling, higher/lower ventilation, natural lighting) and
boundary conditions (indoor/outdoor climate, internal heat loads, pollution, etc.). This concept is
termed Responsive Building Elements (RBEs). With reference to a number of excellent studies on this
subject, each type of solar façade actually belongs to the RBEs, both for their two main classifications,
opaque solar façades and transparent or semi-transparent solar façades [2–8]. At present, most research
has suggested different classifications for the study of advanced building façade systems, in order
to assess their thermal behaviour by transient simulations and experimental measurements [9–11].
The common basis of all the research is the concept that a building envelope is to be conceived as
a “self-sufficient building skin”. This means that it behaves dynamically incorporating different
technologies (e.g., ventilation systems, decentralized heating/cooling units, heat exchangers, energy
supply devices, energy storage, thermal buffering, sun shading purposes, lighting equipment, shading
devices and natural and/or forced ventilation in the cavities). This façade system, (Multifunctional
Facade Modules—MFMs), interacts with the other building services in order to reduce energy
consumption, summer cooling loads, winter heat losses and assure thermal comfort, natural lighting,
acoustic insulation, correct building ventilation and indoor air quality [10]. Thermal performance of
these special building envelopes (in the form of active and interactive façades, respectively equipped
with mechanical and natural ventilation cavities) has been investigated experimentally and numerically
to analyze energy efficiency and potential in reducing cooling demand during the summer season,
especially in a Mediterranean climate [12,13]. Experimental measurement campaigns of a ventilated
building envelope were carried-out in a PASLINK test-cell in the Athens area [14]. The results obtained
have highlighted, as the ventilation rate of the cavity is the wall working fundamental parameter
useful to control the optimal transfer of the heat received by the external façade in the summer season.
In particular, experimental data analysis has proved that mechanical ventilation is necessary in the
presence of a radiant barrier effect of the wall during summer night-time. The energy benefit due to
the phase change materials (PCM) use inside different building components has been studied in [15].
The author has suggested a simple model to assess thermo-physical performance of PCMs applied
on the inner surface of all of the indoor walls. The model estimates the optimal thickness of the PCM
layer, which can be discharged by night ventilation and/or the total wall surface necessary for the
storage effect of the external and internal heat sources. Dynamic simulation results, obtained with
Energy Plus software, of the PCM application on three different buildings in a Mediterranean climate,
have shown the buildings thermal and energy performance improvement. However, it has also been
demonstrated that strong night ventilation is crucial for the energy discharge that stored up in the
building mass during the day. The influence of mass and thermal capacity of building envelopes was
also investigated in [16,17]. In this study, different design strategies, combining mass and insulation
solutions with bioclimatic building design, have been assessed using a thermal simulation model,
usually applied to passive solar and low energy buildings, in order to evaluate their impact on cooling
and heating energy consumption. Parametric studies of mass and (external) insulation solutions of
residential buildings, located in a Mediterranean area, have been developed for thermal and energy
performance evaluation. Most of the literature has directed advanced multifunctional façade systems
towards renewable energy source integration, passive and active solar applications and building plant
system use connections, by means of experimental testing and/or validation and simulation [18–20].
Although the experimental approach can provide accurate results, it is very time consuming and
expensive. It also requires complex measuring systems and specific dedicated sensors. Usually, it is
particularly design-dependent and not always easily reproducible. The aim of our present study was to
assess and compare the thermo-physical and energy behaviour of different building integrated façades,
using a multi-physics simulation approach that can be carried out by commercial software [21]. In our
current research, a numerical modelling, which can be used to predict thermo-physical and energy
performance of advanced integrated active façade systems, is provided. The proposed methodology is
based on computational fluid dynamics (CFD) transient simulations combined with a multi-physical
approach applied to solid geometric models. This method allows evaluation of the following aspects:



Buildings 2017, 7, 90 3 of 16

• the relevant thermo-physical parameters and the energy performances of the advanced façade
systems (taking into account different energy designs, renewable energy integrated uses);

• comparison of the energy performance of the integrated building components considered located
in different Mediterranean areas, characterized by large hourly climatic fluctuations;

• the energy assessment of the façade components studied when integrated with building and
plant systems.

Our method can also be an important predictive simulation tool for establishing the energy design
of the AAIFs, so as to reach effectiveness, energy sustainability and thermal comfort.

2. Materials and Methods

2.1. Geometry and Materials

Two basic typologies of advanced integrated and semi-opaque façades were investigated by
fluid-dynamic and thermal analysis transient simulations. Two-dimensional geometric models were
built up in two different configurations with respect to different layers of the building envelope. The
solid geometry used for numerical simulations is outlined in Figures 1 and 2 for both configurations.
The longitudinal sections are provided together with an enlargement of the top portion. The façade
configurations refer to a funded and ongoing research project cited in the acknowledgment.

The first configuration, from now on labelled <S1>, consists of a ventilated cavity bounded by
an infrared (IR) glass layer from outdoors and a multilayer wall from indoors. The air cavity has an
inlet and outlet section connected to the external environment, respectively located at the bottom and
top. The air cavity was geometrically built up taking into account the sixteen horizontally arranged
honeycomb ceramic panels charged by TiO2. These panels are conceived for internal air cleaning and
purification when external air is also used for indoor ventilation. This working condition was not
considered in our present study. The honeycomb ceramic panels were modelled and studied because
of their important incidence for fluid dynamic resistance and thermal capacity in CFD Multi-physics
transient simulations. The multi-layer wall consists of a sandwich thermo-acoustic panel (plasterboard
and polyethylene terephthalate (PET)) and an insulating expanded polystyrene (EPS) panel. The EPS
is also used to insulate the concrete at the floor/roof levels and some portion of the aluminum frame
of the system. The second configuration, from now on labelled <S2>, is similar to <S1>. The main
differences consist of the use of external glass integrated by Dye Sensitized Solar Cells (DSSC) on the
outer side of the ventilated air cavity and panels made of a Phase Change Material (PCM) embedded
in ceramic foam on the inner side. The <S2> system does not have honeycomb panels. In order to
assess the dumping/buffering thermal effect of the PCM with respect to the external cyclic thermal
load transmitted to the indoors, the same <S2> system was simulated without the PCM panels. In this
latter case, the air cavity includes the thickness for positioning the PCM panels. This configuration is
labelled <S3> from now on. Therefore, the <S3> geometric configuration almost corresponds to the
<S2> layout given in Figure 2. The only difference in <S3> with respect to <S2> is the lack of the PCM
panels (indigo represented in Figure 2), and the consequent wider dimension of the air cavity (in <S3>,
the air cavity extends to the sandwich thermo-acoustic panel).
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Figure 2. Geometry of <S2> system and enlargement of its top portion.

Thermo-physical properties of the construction materials used for <S1> and <S2>/<S3> systems
were obtained by a wide-ranging comparative search for the most significant experimental and testing
studies in the literature on this subject. They are listed in Table 1. In particular, results of practical
tests and assessments of PCM-incorporated building elements widely performed experimentally in
the literature [13,19,20,22–24] were also considered and used for dynamic simulations.

Thermo-physical properties of PCM panels given in Table 1 refer to the values averaged on the
experimental evidence provided by recent literature, evaluated for a finite product made of decanoic
acid embedded in a ceramic foam and contained in a plastic envelope. The ceramic foam is filled by
the decanoic acid; the resulting medium is optically opaque. Referring to PCM, the temperature of
liquid–solid transition is Tm = 34 ◦C, with L = 153.2 kJ/kg the phase change enthalpy (latent heat of
fusion/solidification). Thermal conductivity values both for liquid (L) and solid (S) states are shown
in the same Table 1.
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Table 1. Thermo-physical properties of materials.

Material Density Thermal Conductivity Specific Heat at Constant Pressure

[kg·m−3] [W·m−1K−1] [J·kg−1K−1]
EPS 32 0.03 1700
Concrete 2200 1.8 880
Ceramic/TiO2 2100 1.63 1016
PET 1380 0.28 1050
Plasterboard 1900 0.20 840
Aluminium 2800 200 900
Air p·R−1·T−1 0.026 1010
Ceramic foam/Decanoic acid 1179 0.789(S) ÷ 0.627(L) 1500
IR Glass/ DSCC Glass 2410 0.937 840

At present, there are few applied studies of detailed simulation techniques of PCMs for building
applications. Fundamental heat and mass exchanges governing equations, characterized by nonlinear
phenomena changing over time and space, especially when PCM is incorporated and/or encapsulated
in opaque/transparent systems, have to be considered for transient numerical simulation assessment.
Starting from the existing studies on proper PCM simulation [17,19,20,24], we applied a numerical
procedure based on the enthalpy formulation of the energy equation in order to simulate the
melting/solidification in the PCM medium, as described in the following section.

2.2. Governing Equations

As is common knowledge, the working principle of a natural ventilated façade is based on the
buoyancy-driven flow induced on the air flow rate inside a cavity, mainly due to thermal load on
the boundary layers and radiative heat exchange in the same channel. Depending on the external
climatic constraints (external air temperature, incident solar radiation) the air inside the channel is
moved by a buoyancy and draft effect due to natural convection. Reynolds Averaged Navier–Stokes
(RANS) and energy equations were numerically solved under the assumptions of Newtonian fluid and
uncompressible flow. This assumption allows the assessment of the natural convection with turbulent
flow in the air cavity of the ventilated façade. Air density was considered a temperature dependent
variable by means of the ideal gas law. A closure scheme based on a two-equation (k-ε) turbulence
method was adopted for solving the momentum and continuity equations. Hinojosa et al. [25]
demonstrated the k-ε turbulence model is one of the most suitable closure schemes for turbulent
airflow simulation in ventilated cavities.

The numerical modelling of the phase change process was developed by a specific formulation
of the energy equation, taking into account the numerical approach suggested by [17,26], validated
in [27] and applied in [28]. Consequently, the use of a numerical scheme based on continuous equation
discretization is appropriate for solving physical problems involving liquefaction/solidification of
building materials [17,26–28]. Lee et al. [29] used a discretized method based on a finite difference
approach in order to model the phase change process of PCM used for building purposes in 1D
approximation. In our study, we adopted an equivalent specific capacity formulation for taking into
account the latent heat released during the phase change. The method that we propose is not limited
to the use of an average temperature value evolving over time (1D approach) because the physical
properties of all the materials depend on the local temperature, spatially computed during the transient
analysis. Two values of the mean thermal conductivity and thermal capacity were considered when
they refer to the solid and/or liquid state. From a numerical modelling point of view, the heat transfer
in the PCM is a transient, nonlinear phenomenon with a moving solid–liquid interface, generally
connected to the well known “moving boundary” solution problem that can be solved by using the
method suggested in [29]. The proposed formulation is based on the assumption that the phase change
happens with a small temperature variation; therefore, ∆T = TL − TS, where TS is the temperature of
the solid phase when the fusion process begins, while TL is the temperature of the liquid phase once
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the medium is fully melted. Under this assumption, the energy equation in the PCM can be formulated
as follows:

Γ
(

∂T
∂t

+ U·∇T
)
= k∇2T, (1)

where:
Γ =

∂H
∂T

(2)

and being:
Γ = ρC (T<TS) ∪ (T > TL),

Γ = ρC C
(TL−TS)

(TS ≤ T ≤ TL).
(3)

The solid–liquid interface in the melting medium corresponds to the isotherm curve at the
temperature Tm = (TL + TS)/2. In this study, a temperature difference of ∆T =0.1 ◦C (being Tm = 34 ◦C)
was chosen. Smoothed Heaviside step functions were chosen to define the PCM thermo-physical
properties as functions of temperature, in order to dispose of continuous and differentiating functions
taking into account the different values of physical properties in the neighborhood of phase transition.
The connected model validation, referring to the applied numerical procedure adopted to simulate
the phase change process and used for the current studied applications, is reported in a recent
paper [27]. Here, a successful comparison between numerical results and experimental evidence from
literature [27] is provided.

2.3. Numerical Modelling

The commercial multi-physical and finite element analysis (FEA)-based software COMSOL
Multiphysics (COMSOL 5.3, Burlington, MA, USA) [21] was used to solve fluid-dynamic and thermal
transient fields during transient investigation of the façades studied. Continuous equations were
discretized by the Finite Element method on non-structured and non-uniform computational meshes
made up of triangular Lagrange elements of the second order. Influence of spatial discretization was
preliminarily checked, in order to assure mesh-independent results. Table 2 shows an extract of the
grid test.

Table 2. Grid Test results.

Mesh Nr Elements DOF T_m T_out F_out

[-] [-] [◦C] [◦C] [m3/h]
#1 51,337 326,673 37.56 39.79 509.7
#2 55,913 365,660 37.53 39.77 519.6
#3 60,093 394,252 37.51 39.76 528.9

Notes: T_out is the average outflow temperature, T m is the average cavity temperature, F_out is the airflow rate
computed at the outlet section; DOF stands for Degree of Freedom.

In particular, the average values of the temperature at the outflowing section, the average
temperature of air inside the cavity and the rate of airflow are given for <S3> configuration at 12 h in
summer conditions. The relative difference in temperature as a function of the mesh refinement is very
low. The maximum relative gap computed on the outflowing airflow is less than 3.6%. Mesh #2 was
retained for computations.

Time-marching was performed by adopting an Implicit Differential-Algebraic (IDA) solver,
based on variable-order and variable-step-size Backward Differentiation Formulas (BDF). Because
the time-marching scheme is implicit, a nonlinear system of equations was solved at each time step
by applying a modified Newton algorithm. Algebraic systems of equations coming from differential
operator discretization were solved by a multi-frontal package, a direct solver being particularly
efficient for computing unsymmetrical sparse matrixes by an LU decomposition technique (LU stands
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for the well known, in the numerical analysis, “Lower Upper” factors as the product of a lower
triangular matrix and an upper triangular matrix).

In order to compare results, all the analyses were applied to the same time-variable boundary
thermal constraints of the numerical model used for <S1>, <S2> and <S3>. We performed simulations
during two representative days: the first one referring to summer conditions, the second one to
winter conditions. Boundary constraints correspond to the external climatic data concerning the
hottest/coldest day of the summer/winter conditions for a Mediterranean climate (Florence, Italy),
that correspond to maximum/minimum values of the air temperature and solar radiation on a vertical
south-exposed surface (16 July/26 January), which was processed by applying the method suggested
in [30]. This choice was due to the interest in developing the study on thermo-physical performances
of building envelope during the most critical climatic conditions. Therefore, the assumed hourly
climatic data are shown in Figure 3a,b, where daily time evolution of the external air temperature
(black circle symbols) and total solar radiation incident on the south façade (red squared symbols)
are shown for the summer (16 July) and winter (26 January) simulated day. It should be noted that
thermal constraints applied to the system fall within a very wide range of climatic data (maximum air
temperature in summer and minimum air temperature in winter), by enabling the system to be fully
characterized in a wide range of potentials and different locations (climatic) of use.
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Figure 3. External air temperature (black symbols, values refer to the left vertical axis) and solar
radiation data (red symbols, values refer to the right vertical axis) used for computational fluid
dynamics (CFD) transient simulations: (a) summer and (b) winter conditions.

A stabilized periodic regime was achieved before results post-processing. This item was
successfully achieved by consecutively applying the same daily-evolution of the thermal constraints
during several days of simulations, in order to obtain velocity and temperature fields not dependent
on the initial numerical conditions. The procedure was stopped when no differences were found
between velocity and temperature evaluated in several chosen points of the geometry at the same
time but referring to two consecutive days. All of the remaining boundary conditions used in the
model can be summarized as follows. At the external surfaces of the building envelope, we considered
a combination of the incident solar flux and a thermal dispersion due to a conjugate convective and
radiating heat flux from the wall to the ambient. A solar factor (SF) of 0.67 was considered, SF being
the percentage of incident heat that passes through the reflective IR Glass/DSCC Glass layers (DSCC
stands for glass integrated with Dye Sensitized Solar Cells). The convective flux contribution was
expressed considering a heat transfer coefficient (h_ext = 23 W/(m2 K)) and the difference between the
local wall temperature and the external temperature. The radiating flux contribution was expressed by
means of a global surface emissivity of 0.84, considering a surface-to-ambient heat transfer mechanism.
For the inner surface of the façade (facing indoors), we only considered a convective heat flux, the
internal heat transfer coefficient being h_int = 7.7 W/(m2 K) and assuming a constant controlled
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indoor temperature T_in = 24 ◦C. The values of the heat transfer coefficients were deduced from the
current standards [31,32]. Concerning the open boundary of the system (incoming/outflowing air
to/from the cavity), the external air enters the cavity at the time-variable external temperature while
an outflowing thermal condition (null normal thermal gradient) was used for the outlet section of the
cavity. Insulation conditions were finally assumed at all the roof/floor boundaries.

3. Results

This section shows the velocity and temperature fields obtained as results of the governing
equations integration. The air velocity fields inside the channel (i.e., the air cavity) of the façade, due to
the natural convection computed for summer conditions at 12 a.m. are given in Figure 4 for the <S1>,
<S2> and <S3> systems.
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The horizontal honeycomb panels of <S1> obstruct the thermal driven airflow inside the
ventilation cavity; therefore, the velocity magnitude is relatively lower than that of the <S2> and
<S3> configurations. It is important to notice that the colour scale in each plot given in Figure 4 is
adapted to each system in order to enlarge the motion field representation for each one. Though the
airflow in <S2> and <S3> is very similar, in the <S3> system, it is more intense because of the increased
width of the ventilation channel with respect to the <S2> configuration. The flow pattern computed
for the winter conditions are topologically very similar to those shown in Figure 4 evaluated for the
summer conditions, but the magnitude of the motion and air flow fields is much lower: the maximum
velocity achieved at 12 h in winter conditions for the <S1>, <S2> and <S3> systems are, respectively,
0.28, 0.52 and 0.59 m/s.

Figures 5–8 provide the temperature distribution, read as temperature field, evaluated at 6 h, 12 h,
18 h and 24 h for the <S1>, <S2> and <S3> systems. For each figure (Figures 5–8), the colour scale
provides a useful comparison of the thermo-physical behaviour of the three system configurations.
Comparison of the temperature distribution fields suggests the following basic considerations.
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Due to the low airflow velocity in the ventilation cavity, the air temperature values inside <S1>
system are higher than those in the <S2> and <S3> systems, especially in the upper part of the cavity.
This causes an important vertical thermal gradient in the ventilation cavity in <S1> that is transmitted
to the layers behind, closer to the indoor environment. The thermal buffer and damping effects induced
by the PCM panel in <S2> are evident with respect to the <S3> configuration, especially in the bottom
portion of the system, corresponding to the inlet region of the airflow at the outside climatic conditions.
At 6.00 a.m. (Figure 5), the temperature values inside the PCM panel are only slightly higher for
the <S2> than <S3> systems because of the energy buffered during the previous day. Otherwise, at
12 h (Figure 6) and 6.00 p.m. (Figure 7) the PCM panel keeps temperature values lower than those
of the <S3> configuration. In particular, at 6.00 p.m., the PCM layer seems to “lock” the temperature
at approximately 34 ◦C, which corresponds to the solid/liquid phase change of the material used
for simulations.
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On the other hand, at 12.00 p.m. (Figure 8), the heat buffered by PCM during the hottest part of
the day provides higher temperature values with respect to those obtained for <S3>. In the bottom part
of the PCM panel inside the <S2> system, temperature distribution at 12.00 p.m. (Figure 8) highlights
the incoming air “impact” on the PCM panel, the solid interface and then the local increase of the heat
transfer. This effect is evident when analyzing the colour variation along the vertical direction from
red-green to yellow-red given in Figure 8 (<S2> system) and the velocity field provided by Figure 4
(<S2> system). Figure 9 provides the thermal fields evaluated for the system at 12 h during winter
conditions. In general, thermal behaviour of <S2> and <S3> configurations in winter climate is very
similar, temperature being always far from the PCM transition threshold.
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4. Discussion

Results were post-processed in order to deduce a further characterization of the three systems
studied. The average air velocity at the outlet section of the ventilated air cavity was computed for
the air flow rate evaluation due to the different façade configurations that are graphically shown in
Figure 10, respectively, for <S1>, <S2> and <S3> in summer (circle symbols) and winter (squared
symbols) conditions.
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Figure 10. Time evolution of the airflow rate at the output section of the ventilation cavity for <S1>,
<S2> and <S3> in summer (circle symbols) and winter (squared filled symbols) conditions.

Due to the lower solar radiation incident on the building envelope during the winter period,
the airflow rate flowing inside the façade cavity is lower with respect to the one obtained for the
summer period. This item was found for each system configuration. Otherwise, for summer and
winter conditions, the air motion field for <S1> is lowest with respect to the other two configurations:
the transient assessment of the outflowing air stream highlights this effect. The airflow rate is at
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a maximum for the <S3> configuration because of the higher width of the cavity with respect to the
<S2> (this system is devoid of the PCM panel). However, because of the higher thermal level detected
in the <S1> configuration, thermal power dissipated by ventilation (i.e., the thermal flux extracted
from the chimney) is comparable between all of the studied configurations, both in summer and winter.
Figure 11 provides the comparison between thermal power rates dissipated by natural convection
for the three façade systems, in summer and winter conditions. Thermal power removed from the
façade system by the heated air flowing in the cavity is absolutely higher during summer and for the
<S3> configuration.
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On the other hand, Figure 12 shows the values of an index that we defined the efficiency evaluation
of the three studied façade configurations. This efficacy index is provided by the ratio between the
total heat extracted from the channel due to ventilation and total solar radiation flux incident on the
façade. Because of its formulation, the efficacy index values were computed only during the hours of
the day when solar radiation is present.
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As plotted in Figure 12, the ratio values follow within the range values of 30–60%. Despite the
higher flow rate in the cavity obtained for summer conditions, the heat flux, dissipated by ventilation,
normalized with respect to the thermal gain due to incident solar radiation is equivalent both in
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summer and winter for <S1> and <S3> configurations. It should be noted that, during winter, the solar
radiation thermal input has to be considered a free heat gain, so that a higher value of the computed
index should not be considered a performance (efficacy) index for the system. This is particularly
evident when comparing the results provided in Figure 13a,b.

The same Figure 12 provides a very different behaviour of the <S2> system during summer and
winter, especially during the hottest part of the day, with higher values of solar irradiance. As shown
in Figure 12, the trend of the values, provided as red squared and circled symbols, is divergent for
all the hours between 10 and 14 h. As a matter of fact, during summer, PCM “works” producing a
strong thermal buffer on the thermal power due to the incident solar radiation. Therefore, the heat
flux rate dissipated by ventilation (and normalized with respect to the incident thermal load) is lower
than the one gained for winter conditions, during which the temperature value is very distant from
the transition temperature of PCM (its working conditions) and consequently the PCM panel works as
a “usual” layer of the building envelope. In particular, the thermal power dissipated during summer
is higher than that dissipated in winter for all of the three façade systems (Figure 11). However, if the
efficacy index is considered, the thermal performances of the systems <S1> and <S3> are not very
different: in winter, less heat is dissipated by the chimney effect, but, at the same time, the value of
the incident solar radiation is reduced. For the <S2> system, the situation is different: in the summer
(Figure 11), the PCM works and therefore part of the heat flux due to the incident solar radiation
contributes to the phase change, while, in winter, the PCM cannot work (Figure 12). This finding
clearly highlights the choice of using a PCM typology (i.e., transition temperature) rather than another
strongly dependent on its location and application on a particular ventilated façade system, but also
external climatic conditions.

Results show that the different choices on the PCM type and its design in the façade system
can be oriented by the main target to be pursued, i.e., storing heat in the envelope for cold climate
sites or dump heat transmission across the envelope for hot climate sites. Let us now turn to the
thermal flux transferred to the indoor environment. Figure 13a,b show the thermal flux incident to the
building envelope, computed by taking into account the solar-air temperature, indoor constant air
temperature and the stationary thermal transmittance of the façade system (being about 0.5 W/(m2K)
for all the three configurations). In the same figures, three curves are plotted, corresponding to the
thermal flux transferred to (from) indoors, starting from (to) the external environment, obtained by
simulation results for <S1>, <S2> and <S3> in summer (Figure 13a) and winter (Figure 13b) conditions.
Looking at Figure 13a, thermal damping and peak-to-peak offset can be clearly appreciated for all the
configurations. The dynamic thermal transmittance computed for the façade system corresponds to
0.229, 0.226 and 0.307 for <S1>, <S2> and <S3>, respectively. An important gap can be found between
<S3> and the couple <S1> and <S2>. The presence of the PCM panel in <S2> and the thermal mass of
the ceramic honeycomb panels in <S1> can explain its better thermal performances compared with
those of component <S2>. Otherwise, in winter conditions, thermal transfer throughout the building
envelope is totally due to the heat transfer from inside to outside (negative values of the computed heat
flux). Thermo-physical behaviour of <S1>, <S2> and <S3> during winter conditions is very similar
(Figure 13b). When analyzing results obtained for winter, it must be considered that when the external
air temperature is lower than the internal one, there may be appreciable values of the incident solar
radiation. This fact guarantees the natural convection inside the air cavity and then the chimney effect
(with natural draft due to the air density differences, i.e., the effect of buoyancy forces). The chimney
effect is also present without important values of the incident solar radiation because, in any case, the
air warms up assuring the natural draft in the cavity. From the thermal exchange point of view, the
total heat losses through the building components <S1>, <S2> and <S3> are not favourable, but the
advantage consists of vapour condensation removal.
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5. Conclusions 

Our present study suggests a multi-physical approach based on the coupling of the heat-transfer, 
fluid-dynamics and phase-change phenomena for identifying the energy performance of different 
integrated building façade systems. It also allows an initial overall quantification of the thermal 
benefit achievable by a dynamic, adaptive façade system. Results demonstrated that a shorter 
reaction time of the façade system, due to PCM introduction, which provides a fundamental thermal 
buffer effect strictly connected to the cyclic climatic stress, could result in better thermal performance. 
Using the CFD simulation based on a multi-physics approach, it was possible to deduce a significant 
results comparison of the thermal performances of the three façade systems studied. Transient 
simulation results demonstrated that the PCM inside the air cavity increases the heat storage capacity 
and then thermal inertia of the façade system. However, the ventilated façade can be used as a cold 
storage during summer periods, using the night cooling effect only when the PCM has been fully 
solidified during the night. Moreover, the use of ceramic elements guarantees a high thermal capacity 
over time. The thermal performances of the façade systems studied are highly influenced by the 
architectural features and localization of the façade system, external climatic conditions and cooling 
demand of the building. Results obtained and, in particular, the efficacy index values for winter and 
summer show the possibility of a new integrated building façade system design, using different PCM 
layers, according to different phase change temperature values, which makes their use suitable and 
energy sustainable for every kind of Mediterranean climate. Our proposed modelling approach can 
also be used as a possible retrofit tool for implementation on existing buildings, aiming at an increase 
in their thermal performance. Furthermore, the climate in the Mediterranean region has a set of 
challenges for all of the building integrated multilayer façades that make them energy sustainable 
and effective solutions especially in very hot summer conditions, when they operate as adaptive 
dynamic building envelopes. 
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5. Conclusions

Our present study suggests a multi-physical approach based on the coupling of the heat-transfer,
fluid-dynamics and phase-change phenomena for identifying the energy performance of different
integrated building façade systems. It also allows an initial overall quantification of the thermal benefit
achievable by a dynamic, adaptive façade system. Results demonstrated that a shorter reaction time
of the façade system, due to PCM introduction, which provides a fundamental thermal buffer effect
strictly connected to the cyclic climatic stress, could result in better thermal performance. Using the
CFD simulation based on a multi-physics approach, it was possible to deduce a significant results
comparison of the thermal performances of the three façade systems studied. Transient simulation
results demonstrated that the PCM inside the air cavity increases the heat storage capacity and then
thermal inertia of the façade system. However, the ventilated façade can be used as a cold storage
during summer periods, using the night cooling effect only when the PCM has been fully solidified
during the night. Moreover, the use of ceramic elements guarantees a high thermal capacity over time.
The thermal performances of the façade systems studied are highly influenced by the architectural
features and localization of the façade system, external climatic conditions and cooling demand of the
building. Results obtained and, in particular, the efficacy index values for winter and summer show the
possibility of a new integrated building façade system design, using different PCM layers, according
to different phase change temperature values, which makes their use suitable and energy sustainable
for every kind of Mediterranean climate. Our proposed modelling approach can also be used as a
possible retrofit tool for implementation on existing buildings, aiming at an increase in their thermal
performance. Furthermore, the climate in the Mediterranean region has a set of challenges for all of
the building integrated multilayer façades that make them energy sustainable and effective solutions
especially in very hot summer conditions, when they operate as adaptive dynamic building envelopes.
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