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Abstract

:

Demographic indicators linked to general health have been strongly linked to economic development. However, change in such indicators is also associated with other factors such as climate, water availability, and diet. Here, we use a systems modelling approach, bringing together a range of environmental, economic, dietary, and health factors, to seek possible dominant causes of demographic change across Africa. A continent-wide, north-south transect of countries allows for the exploration of a range of climates, while a longitudinal transect from the Atlantic to the Red Sea provides a range of socio-economic factors within the similar climatic regime of Sahelian Africa. While change in national life expectancy and death rate since 1960 is modelled to be linked to a varying number and type of factors across the transects, the dominant factor in improving these demographic indicators across the continent is food availability. This has been strongly modulated by HIV infection rates in recent decades in some countries.
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1. Introduction


1.1. Theoretical Background


It is well known that there is a link between economic development and demographic indicators, such as life expectancy or death rate (Canning 2011; Eastwood and Lipton 2011; OECD 2013). This relationship is basically linear for developing or emerging nations, where measures such as GDP or health spending per capita are not yet at the levels of the Western world. Improvements eventually reach a level of saturation where additional resources have a much diminished impact. However, a range of other factors have also been linked to variation in life chances over time and geography. Environmental issues are one group of these. Thus, sanitation (Zaman et al. 2016; Jeuland et al. 2013), temperature (Dong et al. 2015), air pollution (Yaduma et al. 2013), and climate more generally (Zhang et al. 2007; Wandiga et al. 2010; Burkart et al. 2014) have been linked to variations in various demographic indicators. Diet has also been seen as a key driver of demographic change (Schönfeldt and Hall 2012). Cultural change may be important in some areas (Salam et al. 2015). Conflict has also been held responsible for population decline (Zhang et al. 2007), with there being a much debated suggestion that an indirect climate role encouraging violence aggravates this link (e.g., Burke et al. 2009; Buhaug 2010; Bernauer et al. 2012; Theisen et al. 2013). However, it has also been observed that the occurrence of violence is far more complex than being linked to just one factor, such as climate, poverty, or culture (Sen 2008). To fully understand violence, and by implication other societal variables such as demographics, consideration of socio-economic status or climate needs to be considered alongside a range of other factors such as governance, culture, and religion.




1.2. Approach of This Work


The range of potential contributing factors to change in measures of life chances suggests that this interdependence of a range of societal and environmental interactions is very likely to be a nonlinear dynamical system. This is the fundamental hypothesis underlying this research. In that case, a deeper understanding of the web of demographic-environment-society interactions can be provided by a mathematical method which allows such non-linear interactions between factors where the nature of the non-linearity is determined by the system rather than the analyst. Here, we consider whether the concept of Non-linear Auto-Regressive Moving Average with eXogenous input (NARMAX) modelling (e.g., Chen and Billings 1989; Billings and Wei 2005; Billings 2013), borrowed from control engineering, can be used to begin to disentangle these varied causes of demographic change. NARMAX is a methodology for identifying and modelling nonlinear dynamic relationships among signals or variables from recorded data, and produces transparent models which clearly show how a response variable (system output signal) is linked to a number of candidate explanatory variables (system input signals) and their combined interactions. NARMAX modelling has been successful in revealing causal links at a range of scales within the engineering (e.g., Chiras et al. 2001; Akanyeti et al. 2008), biological (e.g., Song et al. 2012), ecological (e.g., Marshall et al. 2016), medical (e.g., Zhao et al. 2012; Billings et al. 2013; Sarrigiannis et al. 2014), geophysical (e.g., Wei et al. 2004a; Wei et al. 2006; Wei et al. 2007; Balikhin et al. 2011), and environmental (Bigg et al. 2014; Zhao et al. 2016) sciences.



Africa is often the focus of previous studies of the causes of demographic change. We continue this here as the contribution of NARMAX modelling to the quantification and understanding of demographic change brought about by a mix of environmental and socio-economic interactions is investigated. Africa is an excellent case study area as there are a range of climate regimes across the continent, as well as a range of governmental structures and levels of development that have evolved over the roughly 50 years since much of the continent became independent.



In the African context, we examine the temporal change of two key demographic indicators—death rate and life expectancy at birth—through two cross-sections of countries across the continent. One is a north-south cross-section from the Mediterranean to the Southern Ocean, while the other is a west-east cross-section through the Sahel, from the Atlantic to the Red Sea (Figure 1). These two transects allow two main questions to be explored. First, the north-south transect covers a wide range of environments, from Mediterranean through arid, to tropical rain forest, and to almost mid-latitude conditions. This permits the examination of the question of the impact of climate variation on demography. The east-west cross-section has a similar, but highly temporally variable, climate, a similar religious culture but a range of conflict histories. Thus, the east-west transect allows us to explore the question of the impact of conflict-related socio-economic conditions on demography, within a similar climatic and cultural context. Note that conflict itself will not be formally represented within the model structure, but its effects can be seen in the various socio-economic, demographic and food security measures used here, and discussed in the next section. Within both transects, we also address a further research question of the impact of the rise of HIV/AIDS in recent decades on demographic variables, as the proportion of deaths in Africa from this cause in the early 2000s was far above levels in other continents and accounted for around a third of deaths (Mathers et al. 2009).



While the two transects allow focused treatment of the two questions noted above, all socio-economic and environmental variables discussed in the next section are allowed to play a role in each country’s models, if the significance of the terms in explaining the demographic temporal variability dictates that they should be included. A deeper understanding of demographic variability should therefore be possible by using the NARMAX approach rather than a single or limited variable approach to addressing the climate versus conflict questions posed above.



The structure of the paper is as follows. We begin by exploring the demographic and explanatory variables used in the later analysis, noting why we use the variables we have chosen and noting their origin (Section 2). We then move on to describing the mathematics of the NARMAX model, in the context of the problem addressed here (Section 3). This is followed by some discussion of the general characteristics of the variables for Chad, a country which lies at the heart of both our transects. This gives some insight into the behavior of our variables over the time period studied (Section 4). We then present the results in a range of ways from figures to tables, the latter to be found in Supplementary Material. This leads on to a discussion of models for the two transects, and similarities and differences found between them (Section 5). We conclude with our general findings and make some statements with implications for policy (Section 6).





2. Data, and Explanatory and Response Variables


This study considers a range of environmental, socio-economic, and food security data from 11 countries collected by the World Bank (data.worldbank.org) for the period from 1960 to 2014, calculated from simple ratios of these data, or evaluated from climate databases. A country-level study was undertaken as this was the organizational level at which common data were available through the World Bank, but there is also some evidence (Allouche 2011) that the regional level responses are more dominated by specific local factors, such as violence or the dominance of individual warlords (Blouin and Pallage 2016). Here, it is general factors linked to demographic change that are sought, rather than specific local extremes.



A large range of indicators is available, but to constrain the calculations we consider a total of 12 variables in this analysis, which are described in Table 1. Ten of these (labelled ui(t), i = 1–10) are explanatory variables used in the NARMAX models, while two (y1(t) and y2(t)) are response variables to be modelled, or predicted, by the NARMAX approach. The full set of variables are representative of the agricultural, economic, environmental and demographic indicators for our selected transect countries. Note, however, that for the sake of having variables with continuous timeseries over the entire 55 years of our study period we have had to omit some variables that would have expanded usefully on some of the indicators we have used. These omissions include inequality measures (e.g., GINI), medical care (e.g., number of doctors per 1000), calorie intake, and governance (e.g., corruption levels). We use one explanatory variable that only has data from 1990; this is u10, the HIV infection rate, supplied as a World Bank indicator. As HIV had a dramatic impact on health once the disease became widespread, we model two sub-periods of analysis—1960–1989 and 1990–2014—separately. We will discuss the potential role of some of these factors in the discussion.



Variable u1(t) is an agricultural production index, normalized to 100 for the average over 1999–2001. This is compiled annually by the United Nation’s (UN) Food and Agriculture Organization and is a measure of the tonnage of total crop and meat production within a country. There are separate variables supplied by the World Bank representing the cereal (u8) and livestock (u9) elements. We have calculated an associated variable, u5(t), which takes u1 and divides it by the total population, to give a measure of the food available per capita. This is a general, country-wide measure and will miss any local impacts due to insecurity or inequality (Sen 2008; Allouche 2011). The total population comes from the UN’s Population Division, and is used to calculate an annual population growth, u4(t). The independent variables y1 (t), the annual death rate, per 1000 population, and y2 (t), the life expectancy at birth, also come from the UN’s Population Division. Another World Bank indicator, from its own data sources, is the Gross Domestic Product per capita (u3(t)).



We have also used three environmental indicators: a mean annual rainfall (u2(t)), an annual 2 m air temperature anomaly from the national mean (u6(t)), and a measure of an individual’s water availability, through dividing u2(t) by the annual population total. The climate data were extracted from the National Center for Environmental Prediction Reanalysis (NCEP; http://www.cpc.ncep.noaa.gov/products/wesley/reanalysis.html), averaging over the grid points centred over each transect country, as shown in Table 2. Note also that the Libyan data for the first few years of the dataset shows some very atypical trends which would seriously bias any model fitting—all models for Libya therefore exclude data from 1960–1967.




3. Methodology


3.1. The NARMAX Method


One of the most attractive features of the NARMAX model, setting it apart from other nonlinear analysis techniques, is its ability to identify the key model terms directly from the dataset through a parameter estimation methodology for determining both these important model terms and their scaling parameters within the unknown nonlinear dynamical system (Chen and Billings 1989). Basically, this mathematical approach considers a set of time-series of different variables to be possible underlying causes of change in a response variable of interest and uses a mathematical analysis of these time-series over a range of lags and nonlinearities, largely dictated by the problem itself rather than the user, to find a quantitative relationship that best relates the possible forcing variables to the response variable. Typically, this flexibility in the range of model terms and timescales allowed means that high levels of the variance in the response variable are generally explained by such models.



The Nonlinear AutoRegressive Moving Average with eXogenous inputs (NARMAX) model was first introduced in the 1980s to solve non-linear dynamical system identification and modelling problems in engineering (Leontaritis and Billings (1985a, 1985b); Chen and Billings 1989). NARMAX is a methodology for identifying nonlinear relationships within measured data. Taking the case of a one input (designated by u) and one output (designated by y) problem as an example, the NARMAX model for y is written as


     y ( k ) = F (   y ( k − 1 ) , y ( k − 2 ) , ⋯ , y ( k −  n y  ) ,      u ( k − d ) , u ( k − d − 1 ) , ⋯ , u ( k − d −  n u  ) ,      e ( k − 1 ) , e ( k − 2 ) , ⋯ , e ( k −  n e  ) ) + e ( k )     



(1)




where y(k), u(k) and e(k) are the measured system output (response), input (explanatory), and noise, respectively, at time k;     n y    ,     n u    , and     n e     are the maximum lags for the system output, input, and noise; F(•) is some non-linear function to be determined; and d is a time delay (typically d = 0 or d = 1). The noise    e ( k )    can be estimated as the prediction errors:    e ( k ) = y ( k ) −  y ^  ( k )   , where     y ^  ( k )    is the predicted value at time instant k generated by an estimated model. The noise terms are included to accommodate the effects of measurement noise, modelling errors, and/or unmeasured disturbances. In practice, many types of model structures are available to approximate the unknown function F(•) in (1), including power-form polynomial models and rational models (Chen and Billings 1989), radial basis function networks (Chen et al. 1990; Nelles 2001; Wei et al. 2007), and wavelet expansions (Billings and Wei 2005; Wei et al. 2004b; Wei et al. 2010). Power-form polynomial models are most commonly used representation because such models have a number of unique, attractive properties (Billings 2013) and are peculiarly suitable for building parsimonious, transparent, and parametric models that can easily be interpreted in a straightforward way. This is the representation used here.




3.2. The Polynomial NARMAX Model


The power-form polynomial representation of a NARMAX model is given by


    y ( k ) =  θ 0  +   ∑   i i  = 1  n    f   i 1    (  x   i 1    ( k ) ) +     ∑   i 1  = 1  n     ∑   i 2  =  i 1   n    f   i 1   i 2    (  x   i 1    ( k ) ,  x   i 2    ( k ) ) +     ⋯    +   ∑   i 1  = 1  n  ⋯    ∑   i ℓ  =  i  ℓ − 1    n    f   i 1   i 2  ⋯  i l    (  x   i 1    ( k ) ,  x   i 2    ( k ) ,   ⋯ ,  x   i ℓ    ( k ) ) + e ( k )    



(2)




where


     f   i 1   i 2  ⋯  i m    (  x   i 1    ( k ) ,  x   i 2    ( k ) , ⋯ ,  x   i m    ( k ) ) =  θ   i 1   i 2  ⋯  i m      ∏  k = 1  m    x   i k    ( k )   ,     1 ≤ m ≤ λ  ,   



(3)






    x m  ( k ) =  {    y ( k − m )   1 ≤ m ≤  n y      u ( k − ( m −  n y  ) )    n y  + 1 ≤ m ≤  n y  +  n u      e ( k − ( m −  n y  −  n u  ) )    n y  +  n u  + 1 ≤ m ≤  n y  +  n u  +  n e        



(4)




Λ is the degree of polynomial nonlinearity,     θ   i 1   i 2  ⋯  i m       are model parameters,    n =  n y  +  n u  +  n e    , ny, and nu are the number of response and exploratory variables respectively, and ne is the number of error terms included.



More specifically, Equation(2) can be explicitly written as


    y ( k ) =  θ 0  +   ∑   i i  = 1  n    θ   i 1     x   i 1    ( k ) +     ∑   i 1  = 1  n     ∑   i 2  =  i 1   n    θ   i 1   i 2     x   i 1    ( k )  x   i 2    ( k ) +     ⋯    +   ∑   i 1  = 1  n  ⋯    ∑   i λ  =  i  λ − 1    n    θ   i 1   i 2  ⋯  i l     x   i 1    ( k )  x   i 2    ( k )   ⋯ ,  x   i λ    ( k ) + e ( k )    



(5)







The degree of a multivariate polynomial is defined as the highest order among the terms. For example, the degree of the polynomial    h (  x 1  ,  x 2  ,  x 3  ) =  a 1   x 1  +  a 2   x 1   x 2  +  a 3   x 2   x 3 2     is λ = 3 because of the final term. Similarly, a NARMAX model with polynomial degree λ means that the order of each term in the model is not higher than λ.



The deterministic part of the NARMAX model (5) is the NARX model, where the moving average part of NARMAX is not present. In NARX, the definition of xi(k) in (5) becomes


    x m  ( k ) =  {    y ( k − m ) ,   1 ≤ m ≤  n y      u ( k − m +  n y  ) ,    n y  + 1 ≤ m ≤ n =  n y  +  n u        



(6)







With the above definition, the NARX model can be implicitly formulated as


     y ( k ) =   F [ y ( k − 1 ) , y ( k − 2 ) , ⋯ , y ( k −  n y  ) ,      u ( k − d ) , u ( k − d − 1 ) , ⋯ , u ( k − d −  n u  ) ] + e ( k )     



(7)




where the noise e(k) is an independent sequence.



Note that the total number of potential model terms in the polynomial NARMAX model (5) is    M = ( n + λ ) ! / [ n ! λ ! ]   , where again   λ   is the degree of nonlinearity,    n =  n y  +  n u  +  n e     for the NARMAX model, and    n =  n y  +  n u     for the NARX model. For example, if λ = 3, ny = 2, nu = 1, ne = 3, then M = (6 + 3)!/(6!3!) = 84. For large ny, nu, and/or ne, the number of initial candidate model terms included in the full NARMAX or NARX model can be very large. However, in almost all practical cases, typically only a few candidate model terms are necessary to describe the underlying dynamic relationship, and thus not all the candidate model terms are included in the model.



The forward regression orthogonal least squares (FROLS) algorithm provides an efficient, powerful tool for nonlinear significant model term selection and model structure detection. A detailed discussion of the FROLS algorithm and ERR index can be found in Wei et al. (2004b), Wei and Billings (2008), and Wei et al. (2010). However, we here give a summary. FROLS searches through all the possible candidate model terms to select the most significant terms one by one. The significance of each of the selected model terms is measured by an index, called the error reduction ratio (ERR), which indicates how much (in percentage terms) of the variance change in the system response can be accounted for by including the relevant model term. Some model terms only have a small percentage contribution but are nonetheless statistically significant, and are therefore also included in the models in some cases. The statistical model fitting optimally determines when there are sufficient terms in the model so that adding additional terms has a statistically insignificant effect in explaining time-series variance. For example, in Wei et al. (2004a), a NARMAX model of degree 4, identified from real satellite data with no prior knowledge of the model form, that relates the magnetospheric disturbance index y(k) (the output) to a solar wind parameter u(k) (the input), is


     y ( k )   = 0.02486 + 0.98368 y ( k − 1 ) − 0.92130  y 3  ( k − 1 ) u ( k − 1 )      + 0.51936 y ( k − 1 )  y 2  ( k − 3 ) u ( k − 2 ) − 1.25977 y ( k − 1 )  u 2  ( k − 1 ) u ( k − 2 )      + e ( k ) + 0.39072 e ( k − 1 ) + 0.02535 e ( k − 1 ) e ( k − 2 )     



(8)







The model is parsimonious because the model selection algorithms selected just 5 process model terms from an initial large candidate set (more than 210 candidate model terms). Notice that a noise model has been estimated to ensure that the system model is unbiased, and in this example nonlinear noise terms are present. A detailed discussion of the meaning of ERR is given in the Supplementary Material.




3.3. Models Linking the Environment, Society and Demography


The primary objective here is to investigate how the ten explanatory variables (u1, u2,…, u10) influence each of the two response variables (y1 and y2, see Table 1 for the descriptions of all these variables). This is a typical multi-input and multi-output (MIMO) modelling problem, which can be represented by a special form of the MIMO polynomial NARMAX model as follows:


      y i  ( k ) =  f i  (  u 1  ( k ) ,  u 1  ( k − 1 ) , ⋯ ,  u 1  ( k − p ) , ⋯ ,  u 2  ( k ) ,  u 2  ( k − 1 ) , ⋯ ,  u 2  ( k − p ) , ⋯ ,      u 7  ( k ) ,  u  10   ( k − 1 ) , ⋯ ,  u  10   ( k − p ) ) +  e i  ( k )     



(9)




where y1(k) and y2(k) (k = 1960, 1961,…,2014) are the two response variables, respectively, uj(k) (j = 1,2…,10) are the ten explanatory variables, f1(•) and f2(•) are unknown functions that need to be identified from the available data, e1(k) and e2(k) are the model residuals relating to the two output variables, and p is the maximum temporal lag that is conventionally referred to as the model order. It should be recalled that the time window is split into two (1960–1989 and 1990–2014) to explore the impact of the input variable, u10, once the HIV disease became widespread.



The determination of the model order p is a key step in model identification, and effective methods and algorithms for nonlinear model order selection can be found in the literature (see for example Wei et al. (2004b), and the references therein). The means developed in Wei et al. (2004b) can be used to select model order, determine significant model variables and model terms for a wide class of non-linear models. In the present study, we have applied the algorithm described in Wei et al. (2004b) to the dataset, and the model order p was then chosen to be 5. The nonlinear degree of the polynomial models was chosen to be 2, meaning that all the model terms of the form      [  u i  ( k − m ) ]  r    [  u j  ( k − m ) ]  s    , with r and s being integers satisfying 0 ≤ r ≤ 2, 0 ≤ s ≤ 2 and r + s ≤ 2, are included in the initial full candidate models. This means that each of the two initial full candidate models contains a total of 1326 candidate model terms. As shown later, not all these candidate model terms are equally important for characterizing the variation in the response variables, and only a quite small number of model terms are significant and need to be included in the model.





4. Results


4.1. Explanatory Data


Before showing the results of the NARX modelling it is worth considering the general characteristics of the 10 explanatory and 2 response variables over the study period of 1960–2014. The explanatory variable timeseries for Chad, the common member of both N-S and W-E transects, are shown in Figure 2. The death rate and life expectancy for Chad are shown in Figure 3. It should be remembered that these variables come from a range of sources, and will have varying degrees of accuracy. The environmental variables (u2, u6) are likely to be most accurate, as they agree with wider trends in the region (e.g., Nicholson 2001) and will feed into global forecasting efforts through the World Meteorological Organization. Others (e.g., u1, u3, u4, u10) will be important for international debt or aid management, but may be more problematic during periods of political upheaval. Nevertheless, the World Bank tells users of their data that they have confidence in the quality and integrity of the data generally (data.worldbank.org/about).



While the influence of conflict can be seen in the static or falling nature of several socio-economic indicators until the early 2000s, the overwhelmingly dominant environmental factor since 1960 has been the dramatic drop in rainfall over the first decade, which has persisted ever since (u2; Figure 2). This collapse was a common feature throughout the Sahel region (Nicholson 2001), and therefore the whole W-E transect. Coupled with the steady population growth, this has led to a distinct drop in the water available per capita. Nevertheless, agricultural production has more than doubled through this period, as the Green Revolution’s genetic improvements to many food crops led internationally to large increases in food production (Evenson and Gollin 2003). However, population growth has kept pace with this agricultural productivity in many countries, meaning the food available per capita, before imports, does not everywhere reflect this production rise. The other major environmental factor is the general rise in temperature (u6) over the last 50 years (Hartmann et al. 2013). While this has not been steady, there has been an approximately 1 °C rise over this period. This has accelerated over the last decade or so, along with increases in the variables of rainfall and GDP per capita, the latter because of the lessening of conflict.



The demographic indicators in Figure 3 show the improvements in life chances over time that are compatible with food security and socio-economic growth since Independence. However, during the 1990s and early 2000s there is a slowing or cessation of improvement. This cessation, or even reversal, of improvement in life chances is even more obvious in sub-Saharan countries and has been commonly ascribed to the spread of the HIV infection (De Walque and Filmer 2013), suggesting that the cause is more complex than merely being conflict-related. There are therefore a range of factors at play in African society, some acting to add stress to society (u2, u4, u6, u7, and u10), while others will act to alleviate stresses (u1, u3, u5, u8, and u9). We will next investigate the roles these explanatory variables play in change in demographic indicators of death rate and life expectancy through NARX modelling.




4.2. The Identified Nonlinear Models


As the spread of HIV began in the central part of our timeseries, we have built two groups of models for y1 and y2 for each of our transect countries. One group uses explanatory variables u1,…,u9 over 1960–2010, with four years (2011–2014) for model testing, while the other splits the time period into two intervals, with the first period just using u1,…,u9 over 1960–1986, and three test years (1987–1989), and the second using all u1,…,u10 over 1990–2012, with two test years (2013–2014). The second split model gives the opportunity to examine the impact of HIV infection on the basic drivers of life chance changes. The five most important terms of each model of national death rates, or less if a particular model requires less terms, are shown in Supplementary Material in Table S2 for the N-S transect and Table S3 for the W-E transect, while Tables S4 and S5 respectively show these for life expectancy models.





5. Discussion


The discussion will examine the dominant terms in the N-S transect demographic models, and then move to the W-E transect models. General common and divergent trends will then be considered.



5.1. N-S Transect


When considering the death rate (Table S2), it can be seen that the whole period models across most of the transect are dominated by food variables (particularly u5, but also u9), with water supply, u7 or u2, a secondary feature. This food dominance is strongest in the northern desert and central rain forest countries. Temperature plays no part in the models (except in the least significant term in the South African model), while the economic indicator of u3 plays a very minor role, at best, in any country. When the period is divided, and HIV, as u10, is included after 1989, food or water remain dominant factors in the death rate models in the first half of the period but u10 plays the major, or at least a secondary, role in all models. There is a strong correspondence between HIV and death rate increase, which is particularly notable from the Congo southwards (Figure 4). Note, however, that food or water variables remain very important in this latter period, with the HIV term being non-linearly linked to other variables (Table S2), as is consistent with Loevinsohn (2015). The only exception to this is in the Congo, where HIV is the leading, linear, term in the late period model, despite some evidence of conflict increasing infant mortality here (Lindskog 2016).



In 60% of the models, the first order term, which always has an ERR value well over 90%, is linear, while the model higher order terms are overwhelmingly non-linear (93 out of 100 terms). Every country in the N-S transect has at least 1 period, and in the case of the Congo all models, with one simple linear term being able to capture the death rate variability. Note, however, that only in around a half of such simple terms is the lag coefficient of the dominant explanatory variable just one year, while all leading order non-linear terms have longer lags. Thus, while most countries in the transect respond at some time to a stress linearly and quickly, most have death rates that respond in a more complex manner, and more slowly, to stress.



With regard to the life expectancy demographic variable for the N-S transect (Table S4), food-related variables are again dominant, being represented in 65% of the first order terms. However, neither water nor temperature terms play very much of a role in any models, while economic growth, u3, and the population growth rate, u4, are now the main secondary factors. The latter can also be seen as an economic-related factor, as population will likely grow more readily when health services, dependent on economic growth, are increasing. Interestingly, as many leading order terms are linear in life expectancy models as in those of the death rate models. This is true whether food or economic factors are dominant. Again, all countries have at least one model period where the dominant term has a factor with a one year lag, suggesting often rapid responses of life expectancy to stress (or more normally stress release, as such terms are positive in all bar one case). Nevertheless, the economic terms often have greater lags, reflecting the more cumulative nature of demographic change linked to economic growth.




5.2. W-E Transects


In considering the death rates across the W-E transect (Table S3), it is clear that food-related effects still dominant the leading order terms of the models. The major exception to this is in Niger, where economic-related variables are the leading terms. It is also noteworthy that in Mali, while food-related variables (u7 and u8) are involved in the whole period and early period models, the death rate is strongly and linearly driven by the HIV infection rate (u10), with a three-year lag. This is a shorter timescale than those reported for HIV patients in trials from the area (Morgan et al. 2002), but consistent with HIV not being reported by individuals until a health problem arises (Morgan et al. 1997). Only Mali displays a strong HIV link to death rates in this transect, however.



Amongst secondary effects, both temperature (u6) and water-related terms (u2 and u7) are present in most models, with these being stronger in the west of the transect than the east. As with the N-S transect, 60% of the leading order terms show strong linear relations between death rate and the appropriate variable (Table S3), although no country has linear leading order terms for all three model cases. In contrast to the N-S transect no country in the W-E transect suggests a fast, one-year, response to the leading term across all three cases, and in most cases the lags are several years duration.



With the life expectancy demographic variable (Table S5), the economic-related variables (u3 and u4) occur in leading order terms of all models across all countries, except Sudan. In the latter country, there was a change from population growth (u4) to food availability (u5) being the dominant, and linear, leading order term from the first half of the period to the second. This is likely to be related to the onset of the Second Civil War in Sudan in 1983 and drought conditions.



Linearity in the leading order model terms for life expectancy is even stronger than for the N-S transect, with ~75% of such terms being linear. Sudan shows linearity in all terms. This is also a fast response system, with just one-year lags for all model periods. Apart from Niger, other countries typically have longer lag periods.




5.3. Similarities and Contrasts between Transects


A strong relationship appears within many models, across both transects, between food supply and death rate, while environmental and economic effects are secondary, if present at all, in most models in most countries. While food-related terms are important, this dominance is less true of the life expectancy demographic variable, where economic-related variables also can play a significant role in model terms, particularly in the W-E, Sahel transect.



It is also noteworthy that there is a greater tendency for leading order terms, which always explain well over 90% of ERR, to be linear than to be non-linear for both the death rate and life expectancy. Linearity does not always mean the demographic system responds quickly to the dominant forcing term, as fewer than 40% of the leading order model terms have an element with a one-year lag. Longer lead times, of up to five years, are more common. HIV infection rates (u10) have played a role since 1990 in explaining the demographic change of sub-Saharan Africa. This extends throughout the N-S transect, from Chad south, but only Mali of the Sahelian transect, in addition to the common transect country of Chad, has u10 in a post-1989 model.





6. Conclusions


This paper has introduced a new approach to modelling societal stresses, represented here by the demographic variables of death rate and life expectancy, derived from the discipline of control engineering, which is also robust enough for forecasting purposes. It shows that quantitative relationships between variables representing these stresses and a mix of environmental, economic, and demographic variables are more complex than sometimes thought across Africa, and lead to relationships that support recent new ways of thinking about the complex interactions between society and the environment (Sen 2008; Allouche 2011; Butler 2014).



Political processes, colonial antecedents, conflict, and aspects of medical care like the prevalence of doctors and contraceptive policies are other factors that could be included in an analysis but have not been examined here. This is partly because data on these aspects are not readily included due to being subjective, such as political processes and colonial origins, or because data are patchy and imprecise (conflict) or do not extend across the whole period (many potential medical or birth control variables). Indeed, battle deaths as a measure of conflict, available through the World Bank database but derived from Lacina and Gelditsch (2005), were included in a pilot analysis for Chad, but the quality of the data meant that this variable was dropped from our full analysis. Nevertheless, our study suggests food production is an important factor leading to societal stresses across much of Africa, although not always in a direct way, and that direct temperature or economic effects may not be as important as sometimes claimed. For many countries, and time periods, the connection between food supplies and death rate is not as fast as might be expected—the immediacy of a link that an event such as drought-driven crop failure would imply is largely restricted to the countries of the Sahel (Mauritania, Chad, and Sudan). Thus, while our analysis supports a need for rapid international response to food emergencies across the extended Sahel region, a longer-term perspective on managing food availability may be more appropriate elsewhere.



This study has taken a continental-scale approach to the modelling problem to avoid the greater variability of causal relationships at local level (Allouche 2011). This also removes the local impact of colonialism, although it is worth noting that all our modelled countries had a colonial past providing some measure of a common background. It has shown that there are large-scale relationships between demographic variables and environmental and societal change. Nevertheless, the best fitting models for individual countries are quite variable. Large-scale analysis reveals general trends and relations, but this suggests that a detailed understanding of a particular country’s development, and a forecast of change, needs more local analysis. Detailed policy decisions for specific countries on how to manage the interplay between environmental, socio-economic, and demographic processes are therefore recommended to be based on local studies.
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Figure 1. Map of Africa showing the nations modelled in the north-south (white) and west-east (light grey) transects. Note that Chad (dark grey) is in both transects. The new nation of South Sudan is outlined within the most eastern nation of Sudan. 
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Figure 2. Timeseries of 9 explanatory variables for Chad over 1960–2014. The left panel is for u1, u4, u5, and u6 while the right panel is for u2, u3, u7, u8, and u9. See Table 1 for the source of data for the individual variables. The HIV variable is shown in Figure 4. For information, the timings of key political events are: 1967—beginning of civil war; 1978—Libyan intervention; 1988—expulsion of Libyan troops; 1990—Dèby takes control; 2007—start of Sudanese war and second civil war; 2010—end of wars. 
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Figure 3. Life expectancy and death rate in Chad over 1960–2014. See Table 1 for source of data. 
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Figure 4. Panels show the death rate of the N-S transect countries (bold; except Libya), with the full period model (light grey), and the combined early and late period model (dark grey) fits. The HIV infection rate is dashed. See Table 1 for the sources of the data. 
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Table 1. Variables used in this study.
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	Variable
	Description





	u1 (explanatory)1
	Agricultural production index (1999–2001 = 100)



	u2 (explanatory)2
	Average precipitation (mm·yr−1)



	u3 (explanatory)3
	GDP per capita (constant 2000 US$)



	u4 (explanatory)4
	Population growth (annual %)



	u5 (explanatory)5
	Food/person index



	u6 (explanatory)2
	Average annual air temperature anomaly (°C)



	u7 (explanatory)5
	Water per capita



	u8 (explanatory)3
	Land under cereal production (hectares relative to 1961)



	u9 (explanatory)3
	Livestock production index (2005–2006 = 100)



	u10 (explanatory)3
	HIV infection rate (from 1990; % population aged 15–49)



	y1 (response)3
	Death rate, crude (per 1000 people)



	y2 (response)3
	Life expectancy at birth (years)







Note: Data sources (see text for details): 1 FAO; 2 NCEP climate data; 3 World Bank; 4 UN Population Division; 5 our calculation, using two different sources.
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Table 2. Regions used for climate variable calculations for modelled countries (bold—N-S transect; italics—W-E transect).
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	Country
	Latitude Band
	Longitude Band





	Libya
	20–33° N
	10–25° E



	Chad
	8.5–24° N
	13–24° E



	Central African Republic
	3–10° N
	15–27° E



	Democratic Republic of Congo
	12° S–5° N
	13–30° E



	Zambia
	9–18° S
	22–33° E



	Botswana
	18–26° S
	20–29° E



	South Africa
	22–34° S
	17–33° E



	Mauritania
	16–26° N
	16–6° W



	Mali
	10–24° N
	12° W–4° E



	Niger
	13–23° N
	0–15° E



	Sudan
	10–22° N
	24–38° E
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