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Abstract

:

Ultrasonic motors employ resonance to amplify the vibrations of piezoelectric actuator, offering precise positioning and relatively long travel distances and making them ideal for robotic, optical, metrology and medical applications. As operating in resonance and force transfer through friction lead to nonlinear characteristics like creep and hysteresis, it is difficult to apply model-based control, so data-driven control offers a good alternative. Data-driven techniques are used here for iterative feedback tuning of a proportional integral derivative (PID) controller parameters and comparing between different motor driving techniques, single source and dual source dual frequency (DSDF). The controller and stage system used are both produced by the company Physik Instrumente GmbH, where a PID controller is tuned with the help of four search methods: grid search, Luus–Jaakola method, genetic algorithm, and a new hybrid method developed that combines elements of grid search and Luus–Jaakola method. The latter method was found to be quick to converge and produced consistent result, similar to the Luus–Jaakola method. Genetic Algorithm was much slower and produced sub optimal results. The grid search has also proven the DSDF driving method to be robust, less parameter dependent, and produces far less integral position error than the single source driving method.
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1. Introduction


Ultrasonic motors rely on the vibration of piezoelectric actuator element at resonant frequency. For optimal operation of an ultrasonic motor, an elliptical or oblique motion is needed [1,2], which is produced through mode coupling of different vibrational modes. One example of mode coupling is the L1B2 ultrasonic motor where mode coupling occurs between the first longitudinal and second bending mode. The geometry of the actuator is adapted to generate the two modes at the same operating frequency, and different regions of the actuator are selectively driven with one or more driving source [3,4]. These motors are also known to exhibit nonlinear dynamic characteristics due to the nature of force transfer through friction, such as hysteresis and creep [5]. To minimize these nonlinearities, friction models can be built to model and linearize the behavior of piezoelectric element [6,7,8].



Different control methods can also be used to deal with the nonlinear behavior, such as a simple pulsed control relay [9], a hybrid control method of a traditional PID controller and a rule-based scheme [10], a fuzzy cerebella model articulation control (FCMAC) algorithm [11], state windows with adaptive PID [12], and recurrent fuzzy neural network algorithms [13].



The nonlinear characteristics pose a difficulty to produce exact mathematical models for ultrasonic motors [14]. In addition, some nonlinear systems can change when control is applied, so the mathematical model of the open loop system would not be beneficial for closed-loop operation [15]. Furthermore, the assembly and working conditions of each ultrasonic motor stage can require special, individualized tuning of the applied controller. The controller parameters of said controller are then manually determined, due to the nonlinear behavior of the ultrasonic motor.



In that sense, data-driven modeling and control that does not require a mathematical model of the plant offer a good alternative to model based control. Data-driven control systems are thus based on experimental data collected from the plant and can be classified into indirect data-driven control, where a mathematical model is approximated from the collected data, and direct data-driven control, to tune the controller directly from the measured data.



In the presented work, direct data-driven control is employed to control the nonlinearity of an ultrasonic motor with different driving methods. This is done with iterative feedback tuning. This method is a model free technique for the direct iterative optimization of the parameters of a fixed-order controller, a PID controller in the presented case. For iterative feedback tuning, the controller parameters are successively updated and feedback on each parameter set is collected from the standard closed-loop control system. The automatic tuning methods presented in this study offer an alternative to manual tuning needed to be carried out individually for each ultrasonic motor stage system. The tuning might also need to be repeated depending on the velocity and other working conditions influencing the friction-based principle of operation of the ultrasonic motor. In that sense, a data driven automatic tuning method is more systematic, reliable, and time efficient.



The structure of the PILine® rotary stage, on which iterative feedback tuning of PID control parameters was applied, is given in Section 2. In Section 3, single source and dual source dual frequency driving methods are summarized with motion control algorithm. Iterative feedback tuning methods, which is the main contribution in this study, is described in Section 4. After analyzing the iterative tuning methods for different motor driving techniques in Section 5, the manuscript is concluded in Section 6.




2. PILine® Rotary Stage


The data-driven control methods were tested on the U-651 rotational stage system produced by Physik Instrumente GmbH [16]. The stage is shown in Figure 1. U-651 rotational stage is a high precision positioning drive based on ultrasonic motor actuation and guided by crossed roller bearings. Optical encoder with 4 µrad (2.3 × 10−4°) resolution is integrated to measure the rotational movements.



The core elements of the rotary stage are the piezoelectric actuators that are preloaded against a movable guided ring via pusher. Actuator of the motor has a rectangular geometry with a dimension of 25 mm × 11 mm × 4 mm. The rectangular piezoelectric plate is covered with one electrode on one main surface, and sectioned into two electrodes on the other main surface. The actuator is excited at ultrasonic resonance frequencies by sinusoidal voltage waveforms, which leads to the deformation of the piezoelectric actuator causing diagonal motion of the pushers relative to the spinning ring. Preloaded springs ensure self-locking of the stage when the electric power is switched off. Two piezoelectric actuators were placed at opposite sides of the spinning ring where the direction of rotation can then be determined by selective excitation of the electrodes (see Figure 2).




3. Driving Methods and Motion Control


The piezoelectric actuator of the PILine® motor can be driven in two ways: one source drive and dual source dual frequency drive (DSDF).



3.1. One Source Drive


In this case, one sinusoidal voltage as seen in Figure 3 is applied on only one of the sectioned electrodes, while the other sectioned electrode is left floating [17]. The sinusoidal signal at a suitable frequency can initiate a planar mode at the excited section of the rectangular plate. The frequency of the planar mode is about 155 kHz when the plate is free. After the piezoelectric actuator is assembled into the stage, this frequency can increase up to 3 kHz. Under single source excitation, the unexcited section and the friction coupler (pusher) act as a perturbation mass as the pusher moves in an oblique direction. The oblique motion, with normal and tangential components, is then transferred to the spinning ring through frictional interaction. Direction of motion can then be altered by changing the excited electrode, while leaving the other one floating. This driving method is very effective for obtaining high performance from an ultrasonic motor. The voltage of the sinusoidal wave depends on the desired velocity of operation, with the maximum voltage limited to 71 Vrms.




3.2. DSDF Drive


In an ultrasonic motor such as the PILine® motor, as a typical input voltage–moving speed characteristics, the low speed region is the most problematic area. Furthermore, the difference between static and dynamic friction properties also enhances the nonlinearity found in this area. To obtain movement from the piezoelectric actuator, the vibration amplitude, thus force generated by the pusher on the stator, should be larger than the static friction force. As soon as the force generated by the stator exceeds the breakaway force, a slider would be accelerated maintaining that the dynamic friction force is smaller than the static one. These kinds of start stop movements initiate friction induced forced vibrations or noises.



As these issues must be dealt with while trying to obtain slow motion from an ultrasonic motor, the dual source dual frequency driving method was introduced to enhance controllability [18].



For dual source dual frequency drive (DSDF), both electrodes of the piezoelectric actuator are electrically excited (see Figure 4). While one driving sinusoidal signal is considered the primary driving signal, with a frequency of 155 kHz (or up to 3 kHz higher) as in the case of single source drive condition. The secondary driving signal at the other electrode has a frequency 20 kHz higher. The pusher’s motion then follows a narrow elliptical path due to the primary driving signal, and the contribution of the secondary signal with a frequency around 175 kHz is only in tangential direction. The resulting pusher motion then follows a modulated elliptical trajectory. Another interesting feature here is that the servo control frequency is synchronized to the frequency difference of the two driving signals. More information on dual source dual frequency driving method can also be found in previous studies [18,19,20].



The DSDF driving method allows for a silent and smooth motion at low velocities, decreasing the positioning error of linear movement to less than 10 nm for velocities from 1.0 mm/s to 0.001 mm/s.



Iterative feedback tuning methods are applied on both single and DSDF driven ultrasonic motors servo motion control and a comparison was run between them to investigate the best tuning method for each. In the next section, various tuning methods are presented and explained in detail.




3.3. Motion Control


The rotary stages were driven by C-867.2U2 controller, a PID servo controller with an offset [21]. As shown in Figure 5, the error signal goes through a specific operation with every PID parameter to form the control input. The    K P    parameter is multiplied by the error, the    K I    parameter integrates the error to take past values into consideration, and the    K D    parameter examines the error rate of change to predict future values. The PID controller parameters    K P   ,    K I    and    K D    can be tuned to produce a suitable control response for each ultrasonic motor stage system and its working condition.



Due to the high non-linearity of the system, a mathematical model for piezoelectric ultrasonic motors that can be used for model-based control is difficult to obtain. As ultrasonic motors rely on friction forces for their operation, they are affected by factors such as temperature, humidity, and velocity of operation. In that sense, data-driven modeling and control that does not require a mathematical model of the plant offer a good alternative to model-based control. Though a simple PID controller is applied to control the ultrasonic motor, it is challenging to tune the PID parameters as in a linear system, because of the non-linear nature of the ultrasonic motor. Thus, direct data driven control methods offer an alternative to manual tuning to account for the nonlinear behavior of the ultrasonic motor.



Data-driven control systems are based on experimental data collected from the plant, either to approximate the mathematical model from the collected data, or to design the controller directly from the measured data. The distinction between the two options classifies data-driven control methods into two types: (1) indirect methods that are carried out in two steps, first identifying the model, then designing the controller based on the identified parameters; (2) direct methods that offer a solution to the problems posed by indirect methods by mapping the experimental data to directly tune the controller, without having an identified model in between. The distinction between the two concepts can be seen in Figure 6.





4. Iterative Feedback Tuning Methods


The goal of direct data-driven control is iterative feedback tuning to find the optimal parameters for the PID controller for driving the piezoelectric ultrasonic motor. This method is a model-free technique for the direct iterative optimization of the parameters of a fixed-order PID controller. The best parameters are selected based on various criteria expressed in a fitness function. The fitness function is chosen to be integral performance criteria, which is calculated from the step response of each step of the ultrasonic motor by integrating the process error. The most commonly used PID controller integral performance index is the absolute Integral-Squared-Error (ISE) [22], calculated as Equation (1)


  I S E  ( t )  =   ∫    t 1     t 2     (     |  e  ( t )   |   2  d t  )     



(1)




where   e  ( t )    is the difference between the commanded and actual position of the stage, and    t 1    and    t 2    are the start and end time of the constant velocity portion of the trajectory, respectively (Figure 7). Integral-Squared-Error    (  I S E  )    has a unit of    (  s e c o n d  )    for rotational stages. Summation value of the absolute deviation is used for the calculation of the    (  I S E  )    function (Figure 8).



Fitness function value   F  ( t )    for the evaluation of the PID tuning expressed in Equation (2) is reciprocal of Integral Squared Error (ISE).


  F  ( t )  = 1 / I S E  ( t )   



(2)







First, a grid search is run with the two driving methods as a reference for the tuning methods. Grid search is considered an exhaustive search parameter optimization method where all possible parameter combinations are evaluated. The limits of the search space of the grid search are marked with maximum and minimum values of the P, I, and D parameters. The solution vector containing the P, I and D values is then evaluated with the fitness function. In the results section, the fitness values of all PID parameters within the given search space can be seen in a scatter plot. The resulting scatter plots will allow for patterns in the search space to be found and the validity of the other tuning methods to be examined. As well as showing how the optimal parameters vary with respect to different stage systems, velocities, and driving methods.



Another tuning algorithm applied is the Luus–Jaakola algorithm. The Luus–Jaakola algorithm was developed as an optimization method for non-linear problems in 1973 by Rein Luus and T H. Jaakola [23]. As a simple, straightforward parameter optimization method, the Luus–Jaakola algorithm does not require complex calculations. Yet, it was proven to be effective in many optimization purposes, including model reduction [24], finding solutions for nonlinear system equations [25], and in PID-controller tuning [26], as will be used in the presented study.



By using the Luus–Jaakola algorithm, a number of randomly generated solution candidates for each iteration is evaluated. Based on the best solution of those tested, the search space is modified to include only random numbers within a smaller search space. The new random solutions are generated within a certain range from the optimal solution of the previous iteration. As the number of iterations progress, the search space gets smaller and smaller, until a certain termination condition is reached, namely, how small the search space is.



A hybrid method based on both the Luus–Jaakola method and grid search was newly developed, where the search region is narrowed down and the density of the grid is increased as the iterations progress. As shown in Figure 9, the algorithm starts with a very sparse grid and a large step between the candidate solutions in the first step. Then the best solution is found for the first iteration and two processes take place based on that solution. The search space is made smaller and fitted around the optimal solution found, and the step size is also made smaller so that more solutions are evaluated in closer proximity to each other. The rate at which the search space is shrinking is determined by the parameter. The process carries on with the same sequence for many iterations. The number of candidate solutions in each iteration remains the same throughout the process, but the search space is narrowed down and more thoroughly inspected for the optimal solution as iterations progress [27].



Another method used for tuning was genetic algorithm. Genetic algorithm lies among the evolutionary methods for parameter optimization and is a method for the global optimization of black-box functions. The algorithm’s name is inspired by the biological concept of evolution, as it relies mainly on three genetic operations that evolving genes undergo, namely, selection, crossover, and mutation.



The genetic algorithm carries out the selection process across iteration steps called generations. All the candidate solutions in a single generation are called a population. In each generation, the population’s performance is evaluated based on specific criteria represented in the fitness function. In the next iteration, when the new generation is being formed, the new solutions are selected with a probability that matches their relative fitness compared to the rest of the old population. In natural selection, it is so that good individuals, good solutions in this case, have more chances of being reproduced in the next generation [28].




5. Results and Analysis


As a starting point to the optimization problem presented, a grid search for the optimal PID parameters was run on the U-651 rotation stage. The test was run four times, with both single source driving and DSDF driving methods and with rotational velocities 0.1 °/s and 2.0 °/s. As detailed in the previous section, the fitness function expresses the inverse of integrated square error throughout the constant velocity section of each step taken by the stage; the calculation also excludes the portion at the beginning of motion where actual position has not yet caught up with the commanded position. The graphs to be shown were made with the help of python open source graphing library [29].



The plot in Figure 10 shows the variation of the fitness function value across different P, I, and D parameters while the stage is driven with the DSDF driving method at the velocity of 0.1 °/s. The size and color of the scatters in the scatter plot indicates the fitness function value of this specific combination of PID parameters. The fitness function values are used for the color grading as it shows the variation more clearly, and bigger scatter points have a higher fitness function value. From the plot, it is clear that there are a few optimal values, and the best ones are concentrated where the highest I and P values are.



The test run with the same velocity of 0.1 °/s using the single source driving method shows vastly different results. The fitness function value peaks at 14,000, which is about one-fifth of the value achieved with the DSDF driving method (see Figure 11).



With higher velocities up to 5.0 °/s, the DSDF driving method also offers better results. The plot in Figure 12 below shows the fitness value variation with 2.0 °/s angular velocity. A similar pattern is seen to that of the lower velocity. The optimal values are multiple and concentrated in a certain region. A clear difference is seen between the optimal parameters for the same stage using the same driving method but with different angular velocities. Rather than having fixed PID controller parameters for a stage across all possible operating velocities and conditions, data driven control methods would allow the possibility to tune the PID parameters specifically for a certain operating velocity and conditions, given how they vary as seen in the scatter plots. Moreover, the range of PID parameters at slow velocities with DSDF driving method is wider as compared to single source drive.



As for the single source driving method, the optimal value is also found at fewer points. The fitness function value of the optimal point is also low compared to that of the DSDF driving. The fours plots show a clear superiority of the DSDF driving method (Figure 10, Figure 11, Figure 12 and Figure 13).



After discussing the grid search results of the two driving methods, different search methods can be examined and compared against the grid search results as a reference. The search methods are also compared against each other in terms of minimum   I S E   function value reached and rate of convergence, as in how many iterations are needed to reach a certain   I S E   function value. For the three search methods, genetic algorithm, Luus–Jaakola and the hybrid grid search–Luus–Jaakola method, the convergence curves offer good insights into the behavior of each method.



For the single source driving method with a velocity of 2.0 °/s, the hybrid method is shown to converge faster than the Luus–Jaakola algorithm, but converges to a slightly higher value. The genetic algorithm initially converged to an even higher value and took 25 iterations to reach a lower value, compared to around 14 iterations for the other two methods (see Figure 14).



As for the DSDF driving method with a velocity of 2 °/s, there was a clear variation between the convergence curve of the genetic algorithm and that of the other two methods. The hybrid method also converged faster and converged to the lowest   I S E   value, while the genetic algorithm’s optimal   I S E   value was much higher than that of the other two methods, and it was only reached after 26 iterations (see Figure 15).



The optimal PID parameters found for both the single source and DSDF driving using different search methods are shown in Table 1. As seen, the Luus–Jaakola and hybrid methods show similar results for both single source and DSDF driving methods, while genetic algorithm is not as similar. The seen patterns are also reflected in the convergence curves and how the optimal PID parameters fluctuate in each search iteration.



As clearly seen from the convergence curves on Figure 14 and Figure 15, the   I S E   value reached with the DSDF driving method are much lower than those with the single source driving. This can also be confirmed by the grid searches run with both methods. For clearer comparison, the convergence curves of the hybrid grid search–Luus–Jaakola method at velocity 1.0 °/s are shown in Figure 16. The   I S E   values of the single source driving method are shown on the primary axis, and those of the DSDF driving method are shown on the secondary axis. The     I S E   value in the single source driving case is several 100 times that from the DSDF driving.



When testing the hybrid grid search–Luus–Jaakola algorithm with different velocities, the   I S E   values of the single source and DSDF driving methods can be compared. The   I S E   values of the single source driving method are much higher than that of the DSDF driving method in all of the velocities, but the relative difference between the error of the two driving methods goes lower as the velocity increases. As seen in Figure 17, the difference is more prominent in lower velocities where the DSDF driving method proves to be most efficient.



As a final comparison between the single source and the DSDF source driving methods, response of constant velocity trajectory with the optimal found PID parameters for both driving methods is shown in Figure 18.




6. Conclusions


In this study, a direct data-driven control method was utilized in running iterative feedback tuning of the PID controller parameters for a rotational microscope stage system powered by an ultrasonic motor driven with two different driving methods, single source and DSDF driving.



For iterative feedback tuning, three learning-based methods were used and a comparative analysis was run between them. The three learning-based methods are genetic algorithm, the Luus–Jaakola algorithm, and a newly developed algorithm that is a hybrid between grid search and the Luus–Jaakola algorithm—a grid search with systematic reduction of the search space and the sampling step size. After the three methods were compared in terms of accuracy and time efficiency, it was found that the hybrid method proposed in this work converged faster with both driving methods, offering similar results to the Luus–Jaakola method in terms of accuracy. The genetic algorithm, on the other hand, was shown to be the least effective and time efficient for both driving methods.



The grid search results from the two driving methods were also compared, where it was found that the DSDF driving method is more robust, less parameter dependent, and produces far less integral position error than the single source driving method. On the other hand, the single source driving method is more parameter-dependent and produces far more integral position error than the DSDF driving method. The DSDF driving method appears to be ideal for obtaining smooth motion at low velocities.



The applied data-driven control method has proved to be an effective alternative to manual tuning for ultrasonic motor rotational stage systems. As the manufacturing and assembly conditions of each stage system results in different tuning requirements, as well as the changes in working conditions and velocity of operation, the controller parameters of each stage need to be tuned accordingly, and the tuning process needs to be repeated as the working conditions change. Data-driven control methods have allowed for a reliable automatic tuning process to deal with the ultrasonic motor’s non-linearity and further establish the validity of the DSDF driving method at a low velocity.
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Figure 1. U-651 PILine® rotational stage. Source: PI (Physik Instrumente). 
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Figure 2. Actuation in PILine® piezo rotary stage. 
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Figure 3. One source driving of the stator. During single source drive, only one of the electrodes on the piezoelectric plate is exposed to one sinusoidal voltage at a frequency of ω1. Changing the excited electrodes changes the moving direction of the slider. 
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Figure 4. Dual-source-dual-frequency (DSDF) driving of the stator. Both electrodes on the piezoelectric plate are exposed to sinusoidal voltage signals at different frequencies (ω1 and ω2) and different magnitudes (A and B). 
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Figure 5. PID motion control algoritm of PILine® stage. 
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Figure 6. Data-driven control methods. 
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Figure 7. Trajectory and actual motor position with (a) deviation, (b) actual velocity. 
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Figure 8. Trajectory and actual motor position at velocity of 0.2 °/s with summation of absolute value deviations. 
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Figure 9. Flow chart of Hybrid Grid Luus–Jaakola method. 
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Figure 10. Grid search with fitness function values for the velocity of 0.1 °/s and DSDF source driving. 
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Figure 11. Grid search with fitness function values for the angular velocity of 0.1 °/s and single source driving. 
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Figure 12. Grid search with fitness function values for the angular velocity of 2.0 °/s and DSDF source driving. 
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Figure 13. Grid search with fitness function values for the angular velocity of 2.0 °/s and single source driving. 
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Figure 14. Tuning methods comparison for single source driving. 
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Figure 15. Tuning methods comparison for DSDF driving. 
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Figure 16. Convergence curve comparison at velocity 1.0 °/s. 
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Figure 17. Relative difference between ISE of optimal parameters of driving methods. 
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Figure 18. Response of constant velocity trajectory with the optimal PID parameters at 1.0 °/s with (a) single source driving and (b) DSDF driving. 
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Table 1. Optimal PID parameters and corresponding ISE function values for two driving methods performed with various search algorithms at 2 °/s velocity.
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Driving Methods

	
Search Algorithms

	
PID Values (P, I, D)

	
ISE Function Values (s)






	
Single source drive

	
Luus–Jaakola

	
(310, 209, 204)

	
0.004250




	
Hybrid

	
(303, 187, 234)

	
0.004671




	
Genetic

	
(326, 178, 139)

	
0.004928




	
DSDF drive

	
Luus–Jaakola

	
(419, 704, 93)

	
0.000039




	
Hybrid

	
(372, 629, 110)

	
0.000036




	
Genetic

	
(321, 895, 67)

	
0.000089
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