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Abstract: A novel low-complexity cascaded model predictive control method for permanent mag-
net synchronous motors is proposed to achieve a fast dynamic response to ensure the system’s
steady-state performance. Firstly, a predictive speed controller based on an extended state observer
is designed in the outer speed loop to improve the anti-interference ability of the system; then,
a low-complexity three-vector predictive control algorithm is adopted in the current inner loop,
taking into account the steady-state performance of the system and lower computational burden.
Finally, a comparative analysis is conducted between the proposed method and traditional methods
through simulation and experiments, proving that the proposed method performs well in dynamic
and static performance. On this basis, the computational complexity of the current inner loop
three-vector prediction algorithm is effectively reduced, indicating the correctness and effectiveness
of the proposed method.

Keywords: model predictive control; cascaded method; permanent magnet synchronous motor (PMSM)

1. Introduction

In recent years, permanent magnet synchronous motors (PMSMs) have high efficiency,
high power density, and good structural reliability [1], and have been widely used in power
transmission fields such as wind power generation [2], robotics [3], electric vehicles [4],
and numerically controlled machine tools [5].

At the same time, higher requirements are also put forward for its control perfor-
mance. If the traditional PI controller is still used for the speed loop, its response speed
and anti-interference ability cannot meet the requirements. To solve this problem, some
scholars have proposed adaptive control [6], fuzzy control [7], sliding mode control [8],
model predictive control (MPC) [9], etc. Adaptive control has the disadvantage of local
convergence in solving problems for the above algorithms. Fuzzy control algorithms cause
excessive controller computation, while sliding mode control has stability and inherent
chattering problems. In contrast, MPC has a more concise control idea, can better deal
with nonlinear constraints and achieve multi-objective optimization, and has superior
dynamic performance. The authors of [9] designed a predictive controller in the speed
loop and introduced a high-order sliding mode disturbance observer to ensure the system
has both fast dynamic response performance and good robustness. The final simulation
and experimental results verified the effectiveness of the proposed method. However, the
parameter design and stability proof of the high-order terminal sliding mode disturbance
observer are very complex, limiting its further application in practical systems.

In addition, a high-performance AC motor drive also puts forward higher require-
ments for the current loop [10]. Although the traditional field-oriented control (FOC) has
good steady-state performance, its control process involves tuning multiple controller
parameters, which is relatively complex [11], and the bandwidth of the internal current
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loop limits its dynamic characteristics. Direct torque control (DTC) outputs a control
signal through a hysteresis comparator, which has good dynamic performance, but has
the disadvantage of large torque ripple and current ripple, and its overall steady-state
performance is poor [12], so it is not suitable for high-performance control occasions. The
current loop applies MPC, which solves the problems in the traditional FOC and DTC
methods. Because of its more flexible control idea, it can better balance the dynamic and
steady-state performance [13], and does not need complex control parameter tuning.

For the current loop, the traditional MPC algorithm only acts on one voltage vector
in a sampling period, which makes it have the disadvantages of poor system steady-state
performance and an unfixed switching frequency [14]. The intuitive solution to this problem
is to shorten the size of the sampling cycle, but this comes with high requirements for
the system’s hardware circuit. Therefore, improving the steady-state performance of the
system without increasing the sampling frequency is worth studying [15], and had led to
the proposal by some scholars to apply multiple voltage vectors within a sampling period.

In this regard, some scholars proposed combining the active voltage vector and the
zero-voltage vector. Within a sampling period, the active voltage vector only acts for a
portion of the time, and the remaining time is affected by the zero-voltage vector [16].
However, this voltage vector combination can only change the amplitude of the active
voltage vector and cannot change the direction of the voltage vector, resulting in a limited
current ripple suppression effect. To adjust the voltage amplitude and direction, the
authors of [17] proposed a generalized dual-vector method for induction motors, which
expands the dual-vector combination to any combination between two primary voltage
vectors. However, this strategy requires the traversal optimization of 25 voltage vector
combinations, which introduces a significant computational burden. To reduce the number
of iterations, the authors of [18] propose an improved dual-vector method that optimizes
the cost function twice. When selecting the second voltage vector, only the two active
voltage vectors and zero vectors adjacent to the first voltage vector are considered, without
considering the other four active voltage vectors, resulting in a certain loss of steady-state
performance. The authors of [19] propose a dual-vector predictive torque control algorithm
that eliminates the weight factors of torque and flux, and determines the candidate vector
combination by calculating the angle of the reference voltage vector. The process of solving
the angle of the reference voltage vector involves much computation, and it uses voltage
instead of minimizing current tracking errors as the goal in the cost function, which requires
additional voltage sampling circuits. If the reference voltage value from the previous cycle
is used to approximate the sampling voltage, it will cause a certain degree of error.

To further improve the control performance of the algorithm, some scholars continue
to increase the voltage vector that is acting during the sampling period. In 2018, scholars
proposed two three-vector predictive current control algorithms [20,21]. The authors
of [20] equivalently synthesized a virtual voltage vector using three primary voltage
vectors in each sector, and used the six virtual voltage vectors synthesized from the six
sectors as candidate voltage vectors. Then, the optimal voltage vector combination was
selected through cost function optimization. The strategy proposed in [21] determines the
combination of three vectors by performing two cost function optimizations. Firstly, the
voltage vector that minimizes the cost function is selected as the first among the six active
voltage vectors. Then, the first voltage vector is combined with the other five active voltage
vectors, zero vectors are inserted to synthesize five candidate virtual voltage vectors in total,
and another round of cost function optimization is performed to find the virtual voltage
vector that minimizes the cost function and acts on the inverter driving motor. Although
the literature [20,21] covers the generated voltage vector up to any amplitude and in any
direction, further improving the steady-state performance of the system, the computational
complexity is relatively large. The authors of [22] propose a method of selecting the optimal
vector combination by calculating the angle of the reference voltage vector, and designing a
cost function to solve the action time of the selected optimal vector combination. However,
the calculation process of the reference voltage vector is still complex, and the derivation



Actuators 2023, 12, 349 3 of 30

operation is involved in calculating the action time of the vector. The algorithm still has
some space to reduce computational complexity. The authors of [23] propose a scheme
that combines three vectors and extended voltage vectors, aiming to expand the vectors’
coverage range. However, the final validation results show that its improvement effect is
limited. The authors of [24] propose a predictive torque control scheme based on a switch
table, which achieves fast voltage vector selection and reduces computational complexity.
However, due to the omission of cost function evaluation, the accuracy of the selection of
the optimal vector combination cannot be fully guaranteed.

The above three-vector predictive control methods have greatly improved the steady-
state performance of the system, but due to the increasing number of application vectors, the
complexity and computational complexity of the algorithm have also increased accordingly.
To ensure the implementation of other algorithm functions in the system, how to reduce
the high computational burden of three vector control while ensuring a certain steady-state
performance of the system has become a vital engineering application problem and research
focus [25,26].

According to the above analysis, predictive control for both the speed and current of a
motor drive system can solve the influence of the PI controller bandwidth and saturation
effect, and improve the system’s dynamic response performance, while MPC itself has
no complex parameter tuning process. Based on this idea, the authors of [27] proposed
a single-loop predictive control scheme for electric motors, which achieves the control
of speed and current in one loop without a cascaded mechanism. Although the overall
structure of the system is simplified, the cost function of single loop control is too complex,
including the design of many weight coefficients, and the predictive equation becomes
more cumbersome, increasing the computational burden. In addition, the adaptability and
stability of parameters under different operating conditions cannot be fully guaranteed.
For this reason, a cascaded predictive control method is proposed in [28,29], which retains
the cascaded structure of the speed loop and current loop, and improves the overall
control performance of the system. However, the current inner loop adopts the deadbeat
predictive current control algorithm, increasing the computational complexity of the inner
loop algorithm. Moreover, the authors of [29] use a fuzzy algorithm in the speed loop
to determine the control weights of the PI controller and the predictive speed controller,
limiting the complete performance of the predictive speed controller and increasing the
computational burden.

Because the industrial servo field of CNC machine tools require the rapid realization
of different cutting speeds, precision part machining, especially, also needs to take into
account the smooth feeding of the tool and the workpiece, so for the motor to provide
power, it is necessary to take into account the good performance of various aspects. This
type of occasion on the one hand requires a rapid dynamic response, while ensuring good
steady-state performance, on the other hand, also requires a low cost of hardware. This
article proposes an improved cascaded predictive control method applied to PMSM. Firstly,
the nominal predictive speed controller is designed based on the idea of a generalized
predictive control algorithm. Secondly, an extended state observer (ESO) is designed to
observe the system disturbance and compensate for the nominal predictive speed controller.
The two constitute the predictive speed controller of the outer speed loop. A low-complexity
three-vector predictive current control algorithm is proposed for the current inner loop
of a cascaded structure. Firstly, two sets of candidate voltage vector combinations are
determined by judging the imaginary polarity of the current error vector when the zero
vector acts alone. Then, two traversal calculations are performed to obtain the optimal
voltage vector acting on the three-phase two-level inverter to drive the PMSM. The low-
complexity cascaded model predictive control proposed in this article simultaneously
combines good dynamic performance with a low algorithm calculation time, and effectively
reduces the required hardware cost; at the same time, its steady-state performance is
comparable to that of the FOC method which has superior steady-state performance, and
is better-adapted to speedy working conditions.
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2. Mathematical Model of PMSM

Assuming that the magnetic circuit is not saturated and the magnetic field is sinusoidal,
ignoring hysteresis and eddy current losses, the mathematical model of PMSM in a rotating
coordinate system can be established as[

ud
uq

]
= Rs

[
id
iq

]
+

d
dt

[
ψd
ψq

]
+ pωm

[
0 −1
1 0

][
ψd
ψq

]
(1)

where for the d-axis and q-axis, the stator voltages are ud and uq, respectively, the stator
currents are id and iq, the stator flux linkages are ψd and ψq, ωm is the rotor mechanical
angular velocity, and p is the number of pole pairs.

The stator flux linkage equation of PMSM can be expressed as[
ψd
ψq

]
=

[
Ld 0
0 Lq

][
id
iq

]
+

[
ψ f
0

]
(2)

where Ld = Lq = Ls is the stator winding inductance for a surface-mounted permanent
magnet synchronous motor, and ψ f is the rotor flux linkage.

Then, the electromagnetic torque equation and mechanical equation of PMSM can be
expressed, respectively, as

Te =
3
2

p[(Ld − Lq)idiq + ψ f iq] (3)

dωm/dt = (Te − TL − Bωm)/J (4)

where J is the moment of inertia, Te is the electromagnetic torque, TL is the load torque,
and B is the friction coefficient.

3. Principle of the Proposed Cascaded Model Predictive Control Method

The system structure of the cascaded predictive control method proposed in this
article for PMSM is shown in Figure 1. The system uses the cascaded structure of speed
outer and current inner loops. Both the speed loop and current loop use predictive control
algorithms. The speed outer loop introduces an extended state disturbance observer based
on the nominal predictive speed controller, and the current inner loop uses a three-vector
low-complexity predictive control algorithm. The following is the specific design process.
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Figure 1. Structure of PMSM cascaded predictive control system. 
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3.1. Model Predictive Speed Control Algorithm

First, define x = ωm as the state variable; the input variable is iq, the output variable
is y = ωm, and the disturbance variable is zero. Then, the system state equation can be
given as {

dx/dt = dωm/dt = −Bωm/J + 3p[(Ld − Lq)id + ψ f ]iq/(2J)
y = ωm

(5)

Simplify its representation to obtain the following{
dx/dt = f (x) + g1(x)u

y = h(x) = g2(x)x
(6)

where f (x) = −Bωm/J, g1(x) = 3p[(Ld − Lq)id + ψ f ]/(2J), and g2(x) = 1, u = iq.
Second, the cost function including the reference speed and predicted speed is defined

as follows:

Fsp =
1
2

∫ Tsp

0

[
ω

pre
m (t + τ)−ω

re f
m (t + τ)

]2

dτ (7)

where Tsp is the predicted time domain, ω
pre
m (t + τ) is the predicted speed, and ω

re f
m (t + τ)

is the reference speed at t + τ.
The relative order of the system is ρ = 1, and the system’s control order is set to r = 0;

then, the zero-order derivative and first-order derivative of the predicted speed can be
given as

ω
pre
m (t) = L0

f h(x) (8)

dω
pre
m (t)/dt = L f h(x) + Lg1 h(x)u(t) (9)

Then, according to the Taylor series, ω
pre
m (t + τ) and ω

re f
m (t + τ) can expand at time t

as follows:  ω
pre
m (t + τ) = Γ(τ)Wpre(t)

ω
re f
m (t + τ) = Γ(τ)Wre f (t)

(10)

where Γ(τ) =
[
1 τ

]
, Wpre(t) =

[
ω

pre
m (t) dω

pre
m (t)/t

]T, and Wre f (t) =[
ω

re f
m (t) dω

re f
m (t)/dt

]T
.

According to Γ(Tsp) =
∫ Tsp

0 ΓT(τ)Γ(τ)dτ,

Γ(Tsp)(i,j) = Ti+j−1
sp /[(i− 1)!(j− 1)!(i + j− 1)] i, j = 1, 2, . . . , ρ + 1. (11)

Finally, according to Equation (11), Equation (7) can be expressed as

Fsp =
1
2

[
Wpre(t)−Wre f (t)

]T
Γ(Tsp)

[
Wpre(t)−Wre f (t)

]
(12)

When the cost function is the smallest, the reference speed is tracked, that is, ∂Fsp/∂u = 0,
and the speed-predicted control law can be obtained as follows:

u(t) = −
{
(2J/3p)/[(Ld − Lq)id + ψ f ]

}
[3(ωm −ω

re f
m )/(2Tsp)− Bωm/J− dω

re f
m /dt] (13)

The speed-predicted controller’s output is the q-axis current’s reference value.
The above speed-predictive controller is designed based on the nominal model of the

system, without considering the impact of load torque and parameter changes. Therefore,
the speed will have the steady-state error when the load torque is large or the parameter
changes significantly. Hence, the following design the extended state observer to observe
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the disturbance and feedforward compensation to the q-axis current loop, improving the
robustness of the predictive speed controller.

The basic idea of ESO is to estimate unknown disturbances through measurable
quantities. The specific design process is as follows:

According to Equations (3) and (4),

dωm/dt = (KT/J)iq − (TL + Tf )/J (14)

where KT = (3p/2)[(Ld − Lq)id + ψ f ], and Tf = Bωm.
Considering the change in motor parameters and load disturbances, Equation (14) is

separated according to the standard weight and disturbance:

dωm/dt = (KTN/JN)iq + ∆(KTN/JN)iq − (TL + Tf )/J (15)

If r(t) represents the total disturbance variable, which can be obtained via

r(t) = ∆(KTN/JN)iq − (TL + Tf )/J (16)

Equation (15) can be expressed as

dωm/dt = (KTN/JN)iq + r(t) (17)

Let r(t) be the extended state quantity; there is the extended state equation{
dω̂m/dt = (KTN/JN)iq + r(t) + k1(ωm − ω̂m)

dr̂(t)/dt = k2(ωm − ω̂m)
(18)

If L =
[
ω̂m r̂(t)

]T, and y = ωm,{
dL/dt = AL +

[
KTN/JN 0

]Tiq +
[

k1 k2
]T
(y− ŷ)

ŷ = CL
(19)

where A =

[
0 1
0 0

]
, C =

[
1 0

]
.

According to the pole assignment method, λ can be regarded as the ideal characteristic
polynomial

λ =
∣∣∣sI − (A−

[
k1 k2

]TC)
∣∣∣ = s2 + k1s + k2 = (s + k)2 (20)

From Equation (20), k1 = 2k, and k2 = k2 can be taken, where −k(k > 0) is the
closed-loop expected pole of ESO. Finally, the structure block diagram of the predictive
speed control algorithm with ESO designed is shown in Figure 2.
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Actuators 2023, 12, 349 7 of 30

3.2. Model Predictive Current Control Algorithm

1. Predictive Current Model

For a surface-mounted permanent magnet synchronous motor, the stator current of
the dq-axes in the two-phase rotating coordinate system is as follows:

d
dt

[
id
iq

]
=

1
Ls

{[
ud
uq

]
− Rs

[
id
iq

]
− pωm

[
0 −Ls
Ls 0

][
id
iq

]
− pωm

[
0

ψ f

]}
(21)

Using the first-order Euler formula to discretize Equation (21), the prediction model of
the stator current of the dq-axes is[

id(k + 1)
iq(k + 1)

]
=

[
id(k)
iq(k)

]
+

Ts

Ls

{[
ud(k)
uq(k)

]
− Rs

[
id(k)
iq(k)

]
− pωm

[
0 −Ls
Ls 0

][
id(k)
iq(k)

]
− pωm

[
0

ψ f

]}
(22)

2. Analysis and Calculation of Current Error Vector

According to the current, predicted via Equation (22), of the surface-mounted perma-
nent magnet synchronous motor, when the zero vector acts alone, the predicted value of
the stator current of the dq-axes in the next control cycle is[

i0d(k + 1)
i0q(k + 1)

]
=

[
id(k)
iq(k)

]
+

Ts

Ls

{
−Rs

[
id(k)
iq(k)

]
− pωm

[
0 −Ls
Ls 0

][
id(k)
iq(k)

]
− pωm

[
0

ψ f

]}
(23)

Correspondingly, according to Equation (23), Equation (22) for the surface-mounted
permanent magnet synchronous motor can be expressed as follows[

id(k + 1)
iq(k + 1)

]
=

[
i0d(k + 1)
i0q(k + 1)

]
+

Ts

Ls

[
ud(k)
uq(k)

]
(24)

Then, based on the predicted current when the reference value of the dq-axes current
acts alone with the zero vector, the prediction error of the zero vector acting alone can be
obtained as follows: [

δ0d(k + 1)
δ0q(k + 1)

]
=

[
ire f
d − i0d(k + 1)

ire f
q − i0q(k + 1)

]
(25)

When the active voltage vector is applied, based on the reference value of the d-axis
current and the predicted current of the active voltage vector, the current prediction error
under the action of the active voltage vector can be obtained as follows[

δd(k + 1)
δq(k + 1)

]
=

[
ire f
d − id(k + 1)

ire f
q − iq(k + 1)

]
(26)

Furthermore, according to Equations (24) and (25), Equation (26) can be equivalently
represented as[

δd(k + 1)
δq(k + 1)

]
=

[
ire f
d − i0d(k + 1)− Tsud(k)/Ls

ire f
q − i0q(k + 1)− Tsuq(k)/Ls

]
=

[
δ0d(k + 1)− Tsud(k)/Ls
δ0q(k + 1)− Tsuq(k)/Ls

]
(27)

Based on the above analysis, the effect of zero and active voltage vectors on stator
current is shown in Figure 3. From Equation (27) and Figure 3, it can be observed that
the partial effect of the active voltage vector on the stator current within a control cycle is
equivalent to the full effect of the single action of the zero vector.

Due to the various possible voltage vector combinations in traditional three-vector
model predictive current control methods, the following details a simplified selection
scheme for the optimal vector combination based on the current prediction error to reduce
redundant voltage vector combinations.
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Figure 3. The effect of zero and active voltage vectors on stator current.

According to Equation (27), the optimal dq-axes’ voltage components of the voltage
vector that can be used to compensate for current prediction errors are obtained via[

uopt
d (k + 1)

uopt
q (k + 1)

]
=

Ls

Ts

[
δ0d(k + 1)
δ0q(k + 1)

]
(28)

Figure 3 shows that the optimal voltage vector can be directly determined using the
current prediction error when the zero vector acts alone.

3. Determination of Candidate Voltage Vector Combinations

In addition, the entire complex plane can be divided into two half-planes according
to the imaginary axis’s positive and negative polarity, as shown in Figure 4. The current
prediction error is based on the zero vector’s action in complex plane β. The polarity
of the axis component can determine the half-plane of the optimal voltage vector, thus
eliminating redundant voltage vectors. Compared with traditional three-vector model
predictive current control, the proposed optimal vector combination selection method based
on the current prediction error vector can effectively reduce the number of listed voltage
vectors, avoid traversing all possible voltage vector combinations, and reduce complexity.[

δ0α(k + 1)
δ0β(k + 1)

]
=

[
cos θe − sin θe
sin θe cos θe

][
δ0d(k + 1)
δ0q(k + 1)

]
(29)
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Figure 4. Schematic diagram for selecting the optimal voltage vector combination.

After transforming the current error vector generated by the zero vector acting along
from a rotating coordinate system to a stationary coordinate system, the candidate voltage
vector combination is determined by the following principles.

Condition 1: If δ0β ≥ 0, indicating that the optimal voltage vector is located at
[0, π], (u1, u3, u0,7) or (u2, u4, u0,7) should be selected to synthesize the optimal voltage
vector combination.
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Condition 2: If δ0β < 0, indicating that the optimal voltage vector is located at
(π, 2π), (u4, u6, u0,7) or (u5, u1, u0,7) should be selected to synthesize the optimal voltage
vector combination.

4. Duty Cycle Calculation and Cost Function Minimization

In terms of calculating the duty cycle of two active and zero-voltage vectors in the
selected optimal voltage vector combination, when the zero vector acts alone, the two
active voltage vectors selected based on the polar selection of the imaginary part of the
current prediction error vector are marked as ui and uj, respectively.

After determining the three primary voltage vectors, virtual voltage vectors can be
synthesized by allocating the action time of the voltage vectors. This article adopts the
principle of deadbeat in the dq-axes’ current to calculate the vector action time, so that the
predicted value of the dq-axes’ current is equal to the given value.[

id(k + 1)
iq(k + 1)

]
=

[
id(k)
iq(k)

]
+ ti

[
sid
siq

]
+ tj

[
sjd
sjq

]
+ t0,7

[
s0d
s0q

]
=

[
ire f
d

ire f
q

]
(30)

According to Equation (22), the calculation formula for the slope of the dq-axes’ current
under the action of the zero-voltage vector is[

s0d
s0q

]
=

1
Ls

{
−Rs

[
id(k)
iq(k)

]
− pωm

[
0 −Ls
Ls 0

][
id(k)
iq(k)

]
− pωm

[
0

ψ f

]}
(31)

The slope of the dq-axes’ current when the two active voltage vectors in the candidate
vector combination act is shown in Equations (32) and (33)[

sid
siq

]
=

[
s0d
soq

]
+

1
Ls

[
uid
uiq

]
(32)

[
sjd
sjq

]
=

[
s0d
s0q

]
+

1
Ls

[
ujd
ujq

]
(33)

The sum of the action times of the two active voltage vectors and the zero vector is the
sampling period. That is, by combining Equations (30)–(33), the action times of the three
voltage vectors can be obtained as follows:

ti =
Ts(s0qsjd − sjqs0d) + [ire f

d − id(k)](sjq − s0q) + [ire f
q − iq(k)](s0d − sjd)

s0q(sjd − sid) + siq(s0d − sjd) + sjq(sid − s0d)
(34)

tj =
Ts(siqs0d − s0qsid) + [ire f

d − id(k)](s0q − siq) + [ire f
q − iq(k)](sid − s0d)

s0q(sjd − sid) + siq(s0d − sjd) + sjq(sid − s0d)
(35)

t0,7 = Ts − ti − tj (36)

The ratio of the action time of each of the three voltage vectors to the sampling period
is their respective duty cycle, and the components of the corresponding synthesized virtual
voltage vector on the dq-axes are[

ud
uq

]
=

[
uid ujd
uiq ujq

][
ti/Ts
tj/Ts

]
(37)

According to Equation (37), we can calculate the virtual voltage vector corresponding
to the DC and AC axis components synthesized by combining two sets of AC voltage
vectors, and then substitute it into the predicted current model Equation (22) to obtain the
predicted current value. Then, the virtual voltage vector that minimizes the cost function
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is selected as the optimal output of the inverter to achieve motor drive control. The cost
function used in this article is shown in Equation (38):

Fcu = |∆id|+
∣∣∆iq

∣∣ (38)

where we can minimize current tracking errors with |∆id| =
∣∣∣ire f

d − id(k + 1)
∣∣∣, and∣∣∆iq

∣∣ = ∣∣∣ire f
q − iq(k + 1)

∣∣∣.
As mentioned earlier, when the current error vector’s imaginary axis component is

greater than or equal to zero, there are two combinations of (u1, u3, u0,7) and (u2, u4, u0,7);
at this time, there are three possible regions where the reference voltage vector is located,
which are Sector I, Sector II, and Sector III, respectively. When the current error vector’s
imaginary axis component is less than zero, there are two combinations of (u4, u6, u0,7)
and (u5, u1, u0,7). At this time, the reference voltage vector also has three possible regions,
sector IV, sector V, and sector VI, as shown in Figure 5.
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The optimization process can be further concluded as follows. First, we should analyze
the case of the upper half of a complex plane.

(1) If the cost function obtained by combining voltage vectors (u1, u3, u0,7) is smaller
than that obtained via (u2, u4, u0,7), then (u1, u3, u0,7) is selected to further generate the
inverter drive signal through a seven-segment pulse width modulation method;

(2) If the cost function obtained by combining voltage vectors (u2, u4, u0,7) is less than or
equal to the cost function obtained via (u1, u3, u0,7), then we can select (u2, u4, u0,7) to further
generate the inverter drive signal through a seven-segment pulse width modulation method;

Next, we should analyze the case of the lower half of the complex plane.
(3) If the cost function obtained by combining voltage vectors (u4, u6, u0,7) is smaller

than that obtained via (u5, u1, u0,7), then (u4, u6, u0,7) is selected to further generate the
inverter drive signal through a seven-segment pulse width modulation method;

(4) If the cost function obtained by combining voltage vectors (u5, u1, u0,7) is less than
or equal to the cost function obtained via (u4, u6, u0,7), then (u5, u1, u0,7) is selected to further
generate the inverter drive signal through a seven-segment pulse width modulation method;

In addition, it should be noted that the optimal voltage vector combination obtained
through cost function comparison and optimization requires the duty cycle of each voltage
vector within the combination calculated above, and a further combination with the seven-
segment pulse width modulation method to naturally determine the final driving pulse
signal acting on the inverter. This is also its unique advantage; that is, through the idea of
duty cycle, the modulation effect that originally requires six voltage vector combinations
is achieved by combining four sets of voltage across the entire complex plane. This pulse
modulation idea can be better understood by referring to [30].
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Finally, in order to present more clearly the four alternative voltage vector combi-
nations combined with seven-segment pulse width modulation that ultimately affect the
drive pulse signal of the inverter, Figures A12–A15 in Appendix A of the article provides
a detailed presentation. It can be found that compared to traditional methods such as
SVPWM, they do not bring more switching jumps.

To more clearly demonstrate the lower computational complexity of the proposed
cascaded model predictive control method, Method 4, compared to that of the traditional
method, Method 3, the algorithm flowcharts of Method 3 and Method 4 in the control
inner loop are provided, as shown in Figures 6 and 7, respectively. It can be observed that
the proposed improvement in Method 4 reduces the combination of candidate voltage
vectors from six to two groups with minimal computational complexity by flexibly using
the current error vector when the zero vector acts alone. This only requires two sets of
duty cycle calculations and two sets of cost functions to be calculated and traversed for
optimization in each sampling period, while the traditional method, Method 3, requires six
sets of duty cycle calculations and six sets of cost functions to be calculated and traversed
for optimization. From a qualitative perspective, the superiority of the proposed method,
Method 4, is demonstrated. In Section 5, the two algorithms will be verified through
experiments to further verify the effectiveness of the proposed method, Method 4, in
reducing the calculation burden of the algorithm.
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4. Simulation Verification

The improved cascade predictive control algorithm proposed in this article will be
simulated, validated, and compared with traditional algorithms. The surface-mounted
PMSM parameters used in the simulation are shown in Table 1.

Table 1. PMSM parameters for the simulation.

Parameters Symbol Value

Rated torque TN 5 N ·m
Rated speed ωm 1000 rpm

Stator inductance Ls 8.2 mH
Stator phase resistance Rs 0.9585 Ω
Number of pole pairs p 4

Flux linkage of permanent magnets ψ f 0.1827 Wb
DC-bus voltage Udc 300 V

Rotational inertia J 0.006329 kg ·m2

The rated speed is set as the reference speed of the motor, we start with no load, and
then suddenly apply the rated load in 0.5 s. The methods compared are as follows. Method
1 is the traditional double loop PI control method, Method 2 is the speed loop predictive
control and current loop PI control method, Method 3 is the cascaded predictive control
method based on the current inner loop using the traditional three vectors, and Method 4 is
the proposed cascade predictive control method based on the current inner loop using the
improved three vectors. The simulation comparison results of the four methods are shown
in Figure 8.
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From Figure 8, it can be found that with Method 1, when both the speed outer loop and
the current inner loop use PI controllers, the dynamic performance and anti-interference
ability of the permanent magnet synchronous motor are poor; when Method 2 is adopted,
that is, the predictive speed control algorithm based on ESO is adopted in the speed outer
loop, the dynamic performance and anti-interference ability of the PMSM are improved;
when using Method 3 and Method 4, which replace the PI controller of the current inner loop
with a predictive current control algorithm based on three vectors based on Method 2, the
dynamic performance and anti-interference ability of the PMSM are significantly improved.
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Furthermore, the quantitative results of the speed dynamic performance of Methods 1–4
are shown in Table 2.

Table 2. Quantitative analysis of the dynamic performance of four control methods.

Method (1~4) Starting
Overshoot

Response
Time

Speed Drop
after Loading

Speed Recovery Time
after Loading

Method 1 15.9% 0.223 s 101.6 rpm 0.170 s
Method 2 13.2% 0.134 s 23.1 rpm 0.064 s
Method 3 0 0.021 s 22.8 rpm 0.063 s
Method 4 0 0.021 s 22.8 rpm 0.063 s

From Table 2, it can be found that in terms of overshoot, Method 2 decreased by 2.7%
compared to Method 1, with a decrease rate of 17%. However, Method 3 and Method
4 do not have overshoots. In terms of response time, Method 2 decreased by 0.089 s
compared to Method 1, with a reduction rate of 40%. However, the two cascaded predictive
control methods, Method 3 and Method 4, reduced the response time by 0.202 s compared
to Method 1 and 0.113 s compared to Method 2, with a response time of only 0.021 s.
When the sudden load was applied, the speed drop of Method 2 decreased from the
value of 101.6 rpm of Method 1 to 23.1 rpm, and the improvement rate of anti-interference
performance was 77.3%. The anti-interference performance of Method 3 and Method 4 was
similar to that of Method 2; at the same time, the speed recovery time of Methods 2–4 was
reduced by about 62.4% compared to that of Method 1.

The above analysis of the speed performance indicators of PMSM shows that Method
3 and Method 4 have the best dynamic and anti-interference performance, and the improve-
ment effect is significant.

From the observations in Figures 9 and 10, it is found that the d-axis’ current ripple
under methods 1–4 is almost the same and remains at a relatively low level; the q-axis’
current ripple under Methods 1–3 is close, while Method 4 has a slight increase in the
q-axis current ripple compared to that of Methods 1–3. The above results demonstrate that
using predictive control algorithms in the speed outer loop and current inner loop can still
ensure that the PMSM has excellent steady-state performance comparable to that of the
FOC used in the traditional method, Method 1. The three-phase stator current waveform
of the proposed Method 4 is shown in Figure 11, and it can be found that the three-phase
stator current waveform is smooth, with better sine and symmetry.
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Further harmonic analysis was conducted on the proposed Method 4, with the PMSM
operating at rated speed and rated torque, tested for five cycles, as shown in Figure 12.

Figure 12 shows that the THD content of the stator current in the proposed Method 4 is
2.15%, and the harmonic content is relatively low. In addition, the stator current harmonic
results of methods 1–4 are shown in Table 3. The THD content of Method 3 is 2.05%, and
the THD content of Methods 1–2 is 2.12%. The THD levels of the stator current of the four
methods are all within the range of [2%, 3%], indicating that the proposed Method 4 has
steady-state performance comparable to traditional Method 1 of FOC.

Table 3. Current THD data for four control methods.

Method (1~4) Method 1 Method 2 Method 3 Method 4

THD of phase-a 2.12% 2.12% 2.05% 2.15%
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5. Experimental Test

To further validate the effectiveness of the proposed method, a fast control prototype
motor experimental platform with dSPACE 1202 as the controller is constructed as shown
in Figure 13. The sampling frequency is 10 kHz and the specific parameters of experimental
motor are shown in Table 4.
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Figure 13. PMSM experimental setup.

Figure 14 is a schematic diagram of the structure of a surface-mounted permanent
magnet synchronous motor test platform based on dSPACE. The test platform mainly
includes surface mounted permanent magnet synchronous motor, dSPACE hardware
platform, inverter circuit, DC power supply, and PC upper computer. The algorithm
validation model is built using Matlab/Simulink, and then the parts connected to the motor
and inverter circuit in the Simulink model are replaced with modules from the RTI library,
The real-time connection between the Simulink control algorithm part and the central
circuit part was achieved, and then the C code was automatically generated using RTW
and downloaded to the dSPACE hardware platform. Then, the ControlDesk 6.0 upper
computer software was started, and the suffix name. sdf object file was loaded. The motor
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control parameters could be adjusted in real-time by entering the control system interface.
At the end of the experiment, the speed record data was exported, visualized, and analyzed
through Matlab.

Table 4. PMSM parameters for experiment.

Parameters Symbol Value

Rated torque TN 0.64 N ·m
Rated speed ωm 3000 rpm

Stator inductance Ls 0.8 mH
Stator phase resistance Rs 0.4 Ω
Number of pole pairs p 4

Flux linkage of permanent magnets ψ f 0.0147 Wb
DC-bus voltage Udc 24 V

Rotational inertia J 0.000019 kg ·m2
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Figure 14. Schematic diagram of PMSM experimental setup principle.

Figures 15–17 show the steady-state experimental waveforms of the PMSM operating
with four methods: 1800 rpm, 1500 rpm, and 1200 rpm.
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Figure 17. Steady-state speed experiment results of four methods running at 1200 rpm.

It can be seen that when the motor is operating at 1800 rpm, Method 3 based on the
cascaded prediction algorithm has the most minor speed ripple. The speed ripple of the
proposed cascaded prediction method, Method 4, based on the improved current inner
loop three-vector prediction algorithm is similar to the speed ripple of Method 1 based on
FOC, but is slightly larger than that of Method 3. As the rotational speed decreases, the
steady-state performance of Method 1 and Method 2 continues to deteriorate, especially
for Method 1 based on the FOC, which has a more severe degradation effect and exhibits
significant speed ripples when operating at 1200 rpm.

However, both Method 3 and Method 4 based on the cascaded prediction algorithm
maintained good steady-state performance, with a significantly lower speed ripple com-
pared to that of Methods 1 and 2. This indicates that the proposed cascade prediction
method has better adaptability and stability for switching speed conditions, and has better
steady-state performance at low speeds.
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To quantify the steady-state speed performance of the four methods under different
speed conditions, this article evaluates the magnitude of the motor speed ripple by calculat-
ing the standard deviation of motor speed. The quantitative calculation results are shown
in Table 5. In addition, in order to better reflect this trend of change, a line chart was further
drawn for intuitive expression, as shown in Figure 18.

Table 5. Quantitative experimental data of the steady-state ripple of four methods at different speed
conditions of the motor.

Method (1~4) Method 1 Method 2 Method 3 Method 4

Ripple of 1800 rpm 6.160 rpm 4.846 rpm 4.558 rpm 7.117 rpm
Ripple of 1500 rpm 10.340 rpm 6.176 rpm 3.121 rpm 3.519 rpm
Ripple of 1200 rpm 49.579 rpm 13.938 rpm 3.719 rpm 3.567 rpm
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Then, the calculation burdens of Method 3 and Method 4 based on the cascaded
prediction algorithm are compared. In the dSPACE1202 control system, turnaround time
as a measurement of computational complexity can be read directly from the control
desk, which includes the communication time between dSPACE and the control desk, the
A/D conversion time, data-saving time, and code implementation time. Generally, the
communication time, A/D conversion time, and data-saving time are basically the same
for different control methods in the same experimental environments. Therefore, the main
reason this article’s two control methods have different turnaround times is that the code
implementation time is different. From Table 6, it can be seen that the turnaround time of
Method 3 is 19.96 µs, while that of Method 4 is about 13.48 µs.

Table 6. Turnaround time of the cascaded MPC methods, Method 3 and 4.

Method (3~4) Method 3 Method 4

Turnaround time 19.96 µs 13.48 µs

Therefore, the experimental results indicate that compared with Method 3, the compu-
tational complexity of the proposed method is reduced dramatically.

To verify the dynamic performance of the proposed method in this article, Figure 19
presents experimental waveforms of the PMSM speed change under four different methods.
The experimental results show that the response times of Method 3 and Method 4 based
on the cascaded prediction algorithm are similar, significantly improving the response
speed compared to that of Method 1 and Method 2. The speed switching response times of
methods 1–4 are 29.91 ms, 33.77 ms, 10.58 ms, and 11.63 ms, respectively.

It is worth noting that in practical systems, due to the influence of hardware and
digital control methods, there may be calculation delays, which means that the optimal
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voltage vector does not immediately apply to the inverter drive motor at the beginning
of each cycle. If the calculation delay is long, it will have an impact on the steady-state
performance of the system. For this calculation of delay, the one-step delay compensation
used in [31] is usually used.
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Figure 19. Speed response experimental results with Method 1–4. 
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Therefore, in this article, we conducted a mechanism analysis on the impact of calcula-
tion delay, as shown in Appendix A, Figures A1–A3. The focus was on analyzing the delay
error caused by the system in two cases: a shorter calculation delay and longer calculation
delay. Theory shows that the delay error is greater when the calculation delay is longer.
Finally, the dynamic and steady-state performance of the system using the traditional
one-step delay compensation strategy was verified through experiments, as shown in
Figures A4 and A5 and Table A1 in Appendix A. The experimental results showed that the
steady-state performance of the system decreased significantly when using the traditional
one-step delay compensation strategy compared to that when not using this compensation
strategy, and the dynamic performance slightly decreased, with little difference compared
to when not using delay compensation.

According to the experimental results obtained in Appendix A, it can be seen that the
algorithm execution time of the low-complexity cascaded model predictive control method
proposed in this article is relatively short compared to the sampling period of 100 µs in
actual systems. Therefore, when using a one-step delay compensation strategy, the delay
error will be increased based on the aforementioned mechanism’s analysis. Therefore, only
when the sampling period and algorithm calculation delay are similar, using this one-beat
delay compensation strategy has a better effect, and the experimental results are consistent
with the conclusions described in [32].

In addition, in this article we also conducted an experimental analysis of the rela-
tionship between the steady-state performance and the sampling period of the proposed
method, Method 4. Due to the need for the discretization of the mathematical model of the
control object in model predictive control, the accuracy of model predictive control gener-
ally decreases sharply when the accuracy of the mathematical model or the discretization
of the control object decreases. Usually, when the sampling frequency is much higher than
the operating frequency of the motor, that is, when the frequency ratio is very high, the
Euler discretization method can be used to establish a prediction model for permanent
magnet synchronous motors. However, as the frequency ratio decreases, the error caused
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by model discretization increases, leading to a significant decrease in prediction accuracy
and steady-state performance, and even causing system instability.

In order to evaluate the impact of changes in the frequency ratio on the steady-state
performance of the system, in this article we conducted an experimental verification and
quantitative analysis of the steady-state speed performance of the motor under different
frequency ratios. Finally, a line chart was drawn based on the calculated data to more
intuitively and clearly reflect the impact of changes in the frequency ratio, as shown in
Figures A6 and A7 in Appendix A.

The motor operates at 1500 rpm with a corresponding operating frequency of 100 Hz.
The selected sampling frequencies are 10 kHz, 5 kHz, 4 kHz, 2.5 kHz, and 2 kHz, and
the frequency ratios corresponding to each sampling frequency are 100, 50, 40, 25, and 20,
respectively. Research has found that as the frequency ratio decreases, the speed ripple of
the motor increases accordingly, especially in the range where the frequency ratio is less
than 40; that is, when the sampling frequency is less than 4 kHz, the change in speed ripple
is more rapid. When the frequency ratio is set to 20, the speed ripple reaches 102.477 rpm,
and the steady-state control performance deteriorates seriously. This provides a reliable
basis for selecting a reasonable sampling period and motor operating frequency.

Due to the need for the CNC machine tool to move the load workbench forward and
backward, it is necessary for the motor to sometimes work in reverse mode. The mechanical
structure diagram of the CNC machine tool is shown in Figure A8 of Appendix A. Therefore,
in this article we describe conducting experimental comparisons of the four control methods
under reverse operating conditions, in order to verify the effectiveness and practicality
of the proposed method, Method 4, in more dimensions, as shown in Figures A9–A11 of
Appendix A. The experimental results show that Method 1 based on FOC exhibits oscillation
instability characteristics at the speeds of −1200 rpm, −1500 rpm, and −1800 rpm tested in
the experiment. However, the performance of proposed method, Method 4, is very close
to that of Method 3, which belongs to cascaded predictive control. Only Method 2, which
uses predictive control in the speed loop, has poorer performance than methods 3 and 4 do.
This indicates that Method 1 based on FOC has the optimal PI parameters under different
operating conditions, and in general, it cannot achieve the real-time tuning of PI parameters,
which makes its adaptability to operating conditions poor, especially in situations where
operating conditions change frequently. The inner and outer control loops of the proposed
method, Method 4, both use predictive algorithms, which make the adaptability of the
working conditions better based on the predictive optimization control concept.

6. Conclusions

This article focuses on the application of CNC machine tools and selects a permanent
magnet synchronous motor as the system servo motor. The main consideration is to
use permanent magnet excitation instead of electric excitation, so that rotor winding
has no induced current and the stator winding has a resistive load, resulting in high
motor efficiency and a high power factor. At the same time, it eliminates the collector
ring and brush, which improves reliability. In the research process of this article, a low-
complexity cascaded model predictive control method was mainly proposed. The proposed
method selects a composite scheme of a nominal predictive speed controller based on the
generalized predictive algorithm and an extended state load disturbance observer in the
control outer loop. In the control inner loop, the improvement of the three-vector predictive
current algorithm with good steady-state performance but high computational complexity
is mainly considered. By flexibly utilizing the current vector error under the action of the
zero-voltage vector alone, the six sets of candidate voltage vectors in the traditional method
are reduced to two sets for optimization selection. Finally, the dynamic and steady-state
performances of the proposed method were verified through simulation and experimental
platform comparison. Moreover, this article also extends the study of the impact of the
ratio of sampling frequency to operating frequency on the steady-state performance of a
motor, as well as the limitations of traditional one-step delay compensation strategies.
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Through the analysis, simulation and experimental testing of the above mechanism, it
can be concluded that the new cascade predictive control method proposed in this article
has the following advantages:

(1) Compared to the traditional FOC-based method, Method 1, based on PI controllers,
there is no need for complex control parameter tuning, and only adjusting the speed and
current prediction cycle can change system performance;

(2) Both the simulation and experimental results show that compared with traditional
FOC-based Method 1 or speed outer loop predictive control Method 2 that retains the
current inner loop’s PI controller, the proposed cascade predictive control methods, Method
3 and 4, have faster response speeds and significant improvement effects, with almost no
loss of steady-state performance;

(3) For methods 3 and 4 which are based on cascaded predictive control, Method
4 significantly reduces computational complexity while ensuring minimal steady-state
performance loss.

Moreover, considering that the steady-state performance of the motor will deteriorate
as the ratio of the sampling frequency to the motor operating frequency decreases, the
adaptability of the proposed low-complexity cascaded model predictive control method at
low frequency ratios will be considered in the subsequent study; in addition, due to the
calculation delay factor of the actual system, which also affects the steady-state performance
of the system to a certain degree, the study of the delay compensation strategy will be
considered in the subsequent study and adopted with greater accuracy. It should also be
noted that when servo systems such as CNC machine tools use lower rigidity transmission
devices, the motor and load can be considered as a two-mass system for modeling research.
This article focuses on the general situation when the transmission device has higher
rigidity. In addition, the use of more matching loading device will be considered in the
subsequent research to complete the test of torque working conditions, which in turn will
provide more technical support for the realization of industrialization.
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Figure A4. Experimental results of steady-state speed of motor with one-step delay compensation
using Method 4.
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Figure A5. Experimental results of dynamic response of motor speed with one-step delay compensa-
tion using Method 4.
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Table A1. Quantitative experimental data of steady-state speed ripple without delay compensation
and with one-step delay compensation using Method 4.

Method 4 Without Delay Compensation With Delay Compensation

Ripple of 1500 rpm 3.519 rpm 5.846 rpm
Ripple of 1800 rpm 7.117 rpm 16.540 rpm
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Figure A6. Method 4 Experimental results of motor running at 1500 rpm steady-state speed at
different sampling frequencies.
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(c) The condition when t1 = t3 

Figure A12. The condition when using the duty cycle obtained via (u1,u3,u0,7) for modulation. Figure A12. The condition when using the duty cycle obtained via (u1, u3, u0,7) for modulation.
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(c) The condition when t2 = t4 

Figure A13. The condition when using the duty cycle obtained via (u2,u4,u0,7) for modulation. Figure A13. The condition when using the duty cycle obtained via (u2, u4, u0,7) for modulation.
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(c) The condition when t4 = t6 

Figure A14. The condition when using the duty cycle obtained via (u4,u6,u0,7) for modulation. Figure A14. The condition when using the duty cycle obtained via (u4, u6, u0,7) for modulation.
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(c) The condition when t5 = t1 

Figure A15. The condition when using the duty cycle obtained via (u5,u1,u0,7) for modulation. Figure A15. The condition when using the duty cycle obtained via (u5, u1, u0,7) for modulation.
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It should be noted that the above analysis is based on the situation where the duty
cycle of both effective voltage vectors is not zero and the duty cycle of the effective voltage
vector is zero, which can be simply derived and will not be listed here.
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