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Abstract: Developing quantitative and objective approaches to integrate multibeam echosounder
(MBES) data with ground observations for predictive modelling is essential for ensuring repeatability
and providing confidence measures for benthic habitat mapping. The scale of predictors within
predictive models directly influences habitat distribution maps, therefore matching the scale of
predictors to the scale of environmental drivers is key to improving model accuracy. This study uses
a multi-scalar and hierarchical classification approach to improve the accuracy of benthic habitat
maps. We used a 700-km? region surrounding Cape Otway in Southeast Australia with full MBES
data coverage to conduct this study. Additionally, over 180 linear kilometers of towed video data
collected in this area were classified using a hierarchical classification approach. Using a machine
learning approach, Random Forests, we combined MBES bathymetry, backscatter, towed video and
wave exposure to model the distribution of biotic classes at three hierarchical levels. Confusion
matrix results indicated that greater numbers of classes within the hierarchy led to lower model
accuracy. Broader scale predictors were generally favored across all three hierarchical levels.
This study demonstrates the benefits of testing predictor scales across multiple hierarchies for benthic
habitat characterization.
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1. Introduction

Development of hydrographic survey technologies over the past few decades has provided an
ever more focused lens through which scientists can study the relationships between the physical
nature of the seafloor and the benthic communities found there. Multibeam echosounders (MBES)
provide the ability to collect detailed full-coverage information on fine-scale features that are required
for the development of benthic habitat maps [1,2]. However, the spatial scale of drivers of habitat
distribution are often mismatched and in many cases there is a need to explore seafloor structure
at multiple spatial scales in order to match local drivers of habitat distribution [3]. Understanding
resource and habitat distribution is crucial for effective management. As a result, maps that accurately
reflect distribution of key biological resources are powerful tools for marine spatial management and
planning [1].

Processes that drive the distribution and composition of marine benthic communities operate from
global to local scales [4]. For example, changes in marine communities along latitudinal temperature
gradients have been well documented [5-7]. In temperate coastal oceans, light availability dictates
the primary division of photosynthetic algae and filter feeding organisms [8,9]. This pattern can
be modified by factors such as local light attenuation (turbidity), productivity, wave energy and
current energy [8,9]. In addition to temperature and light, local seabed characteristics can also drive
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species distribution. Previous studies have demonstrated the importance of seafloor geology in
supporting macroalgae and invertebrate communities [10,11] (e.g., availability of hard substrate for
attachment), while complex seafloor features support high diversity for benthic [12] and mobile
species [13]. Since key environmental drivers may operate over a range of spatial scales, matching the
scale of predictors used to model habitat distribution is key to attaining accurate habitat maps [2,14,15].
Many different modelling approaches have been used to develop habitat maps (e.g., frequentist,
machine learning), however, users of those models often pre-determine the analysis scale rather than
allowing the model to determine the best scale for each predictor [16-22].

Collecting biological data over broad spatial scales is often time consuming and expensive,
resulting in the use of abiotic surrogates, such as terrain attributes, to associate with habitat
classes for extrapolation [12,23]. Bathymetry and backscatter are the primary products of
acoustic sampling providing full coverage data of the seafloor. Bathymetry provides information
on seafloor depth, and through post processing can be used to derive measures of seafloor
complexity [3,24], while backscatter provides information on acoustic energy scattered by the
seafloor [25]. lerodiaconou et al. [17] found that combining both bathymetry and backscatter can
result in more accurate habitat maps. Derivatives from bathymetry and backscatter are often calculated
using a default focal window size of 3 x 3 [4]. It is important to note that a single fixed scale cannot
capture all features of interest [26], and testing at multiple scales is considered best practice [3,4].
In marine studies, predictor scale has often been chosen based on the resolution of bathymetry and
backscatter datasets (see reviews [1,2,14]). Wilson et al. [3] conducted a multiscale analysis using
derivatives from a bathymetric surface, and found a combination of terrain attribute scales resulted in
a more accurate model when compared to using a fixed scale for each. Investigations of attribute scale
importance in benthic habitat mapping studies are still limited, but choosing the most useful scale via
model statistics is expected to result in more accurate habitat models [3].

In addition to deriving terrain attributes, high resolution bathymetry is essential for downscaling
regional wave models in the coastal zone, allowing for the inclusion of wave energy as a predictor in
habitat models [18]. Wave energy impacts water circulation and nutrient delivery within coastal
ecosystems [27,28], such as those along Australia’s southern coastline, which are exposed and
experience some of the highest wave energy in the world [29]. Rattray et al. [18] conducted a study
along Victoria’s coastline and found that distribution of reef biotopes is strongly mediated by variation
in hydrodynamic energy.

The marine environment is commonly classified in a variety of ways with a focus on abiotic
features [30], biotic features [31], or combinations of both [32]. Focusing on the interactions between the
abiotic (terrain features) and biotic (communities) environments result in a habitat map representing
biotopes, that are ecologically relevant [31,33,34]. Since ecosystems are structured hierarchically, using
a hierarchical approach when classifying thematic habitat maps is a logical path. Previous studies have
discussed the benefits of habitat modelling using hierarchical approaches [33,35,36] (e.g., aggregating
smaller classes into higher levels, mapping at various levels based on the scale and size of the
map to suit user needs), but few studies have done so [33], especially in the marine environment.
Bock et al. [37] investigated two terrestrial case studies that compared classification performance at
different hierarchical levels. They found that progression down the hierarchy (increasing hierarchy
resolution) produced less accurate models. Using satellite sensor technology to classify coral habitat,
Mumby et al. [38] found high variability in accuracy within habitat classes, and hypothesized that
this was due to the poor delineation between classes. Understanding how hierarchical levels within a
classification scheme impact model uncertainty for the marine environment is important, especially
when such data are used to inform management.

Assessing the performance of habitat classifications at different hierarchical levels provides a
unique opportunity to evaluate the influence of spatial scale in predicting benthic habitat classes.
The aim of this study is to investigate a multi-scalar and hierarchical classification approach to improve
the accuracy of benthic habitat maps using a machine learning modelling approach.
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2. Materials and Methods

2.1. Study Area

The study area encompasses 700 square kilometers surrounding Cape Otway in Southeast
Australia with full MBES data coverage in depths ranging from 10-80 m and is located along the
Bass Strait and Western Bass Strait ecoregions [39]. The Cape Otway coastline is highly exposed
due to its orientation to prevailing southwesterly ocean swells (Figure 1). In the east, the site is
characterized by large sandy embayments with headland reef systems extending offshore. To the
south and west, complex rocky reef systems extend offshore from an erosional shoreline of cliffs and
limestone stacks [40]. Shallow reefs support diverse communities dominated by canopy forming kelps
or open areas of red seaweeds. Deeper reefs in the region are generally populated by diverse sessile
invertebrates or crustose coralline algae [40].
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Figure 1. Location of Cape Otway in Victoria, Australia, and the multibeam echosounder (MBES)

bathymetry overlaid on a bathymetric hillshade of the study site. The western side of the cape is
exposed to prevailing south-westerly ocean swells, while the eastern side is moderately protected
by comparison. Black lines represent the transects selected for training and the gray lines represent
transects selected for validation.

2.2. MBES Data Collection and Processing

MBES data were collected from 2006-2008 using a Reson Seabat 8101 MBES operating at a
frequency of 240 kHz aboard the Australian Maritime College vessel R.V. Bluefin. Vessel positon was
determined by differential GPS (DGPS) and motion values were captured by a POS-MV motion sensor
recording heave, pitch, roll and yaw with an accuracy of +0.02 degrees. Bathymetry was collected with
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a horizontal accuracy of £0.3 m. Bathymetry and backscatter values were processed using Starfix suite
7.1 and University of New Brunswick (UNB1) algorithm. The processed bathymetry and backscatter
data were gridded to 2.5 m resolution.

For analysis, we merged the rasters from each survey into a single bathymetry and a single
backscatter surface using ENVI 5.3.1 [41]. ENVI was used to stitch and fill any holes in the dataset
using Delaunay triangulation of values from the surrounding surface. Once the two surfaces were
created a mask was used to exclude any islands in the data and clip both surfaces to common extents.
We extracted derivatives using ENVI and ArcMap 10.4.1 [42] that represent variability in seafloor
structure (Table 1).

Table 1. List of variables and their respective equations. See Figure 2 for examples of derivative surfaces.

Derivative Software Description
ArcMap 10.4 (Spatial Local mean value of pixel to neighborhood
Bathymetry Mean Analyst) X = (LXi)/N
Bathymetry Standard ArcMap 10.4 (Spatial Local standard deviation value of pixel to neighborhood
Deviation Analyst) ox = V(ZXi — X)2/N)
ArcMap 10.4 (Spatial Local mean value of pixel to neighborhood
Backscatter Mean Analyst) X = (ZXi)/N
Backscatter Standard ArcMap 10.4 (Spatial Local standard deviation value of pixel to neighborhood
Deviation Analyst) ox = V(Z(Xi — X)?/N)

Incorporates the heterogeneity of both slope and aspect
using three-dimensional dispersion of vectors. See [43] for
more details.

ArcMap 10.4 (Benthic

Backscatter Rugosity (VRM) Terrain Mapper)

Incorporates the heterogeneity of both slope and aspect

ArcMap 104 (Benthic using three-dimensional dispersion of vectors. See [43] for

Bathymetry Rugosity (VRM)

Terrain Mapper) more details.
Change in elevation over designated neighborhood size
Bathymetry Slope ENVI5.3.1 tan”%Rise Jrum) 3] & &
Bathymetry Complexity ENVI5.3.1 Rate of change of slope over designated neighborhood size

tan~!(rise(slope) /run(slope)) [3]

Steepest curve of convexity for a pixel over designated
Maximum Curvature ENVI5.3.1 neighborhood size
K(x) = leX1 /(1 + e2¥)3/2

Uses a co-occurrence matrix to represent the number of
occurrences between a pixel and its neighbor

Gray.—Level Co-Occurrence Local mean value of pixel to neighborhood
Matrix (GLCM) Mean ENVI53.1 P(i) = probability of each pixel value
Backscatter Ng = Number of distinct gray levels

Zigl Z]Nzgl i+ P(i,j) [44]

As described above
ENVI5.3.1 Local standard deviation of pixel to neighborhood

L S (= w)?P(ij) [44]

As described above.
Statistical measure of randomness of pixel to
neighborhood

— T % P(Lj) log(P(i ) [44]

The sine of the angle of slope in the analysis window.
Equation: sin(aspect) [3]

GLCM Standard Deviation
Backscatter

GLCM Entropy Backscatter =~ ENVI5.3.1

Eastness ENVI5.3.1

The cosine of the angle of slope in the analysis window.

Northness ENVI5.3.1 Equation: cos(aspect) [3]
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Figure 2. Example of derivative surfaces selected for use in hierarchical models. Scale of analysis for
examples is 3 x 3.

Derivatives were created from the bathymetry and backscatter products based on methods from
previous habitat mapping studies [3,19] (Table 1). To gain a better understanding of the influence
of scale on model results, each derivative was created at an analysis kernel size ranging 3 x 3 to
21 x 21 pixels. This resulted in products for each of the 14 seafloor derivatives at analysis scales of 3, 5,
7,9,11,13,15,17, 19 and 21 pixels, a total of 140 derived products.
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2.3. Groundtruth Collection and Classification

Over 180 linear kilometers of towed video groundtruth data were collected by the Deakin Marine
Mapping Group using a custom towed-video system (for details see [19]). The Cape Otway dataset is
extensive and combines data collected over two years across 30 shore-normal transects. During tows,
the camera system was piloted via live-stream video from an umbilical and kept ~1 m off the seafloor
resulting in a field of view of roughly 2 m x 2 m. Camera position was recorded via an ultra-short
baseline transponder and the vessel’s DGPS.

The towed video dataset was classified using the Combined Biotope Classification Scheme
(CBiCS) which has been adopted by the Department of Environment, Land, Water and Planning
(Victorian Government, Australia) [45]. The video data was segmented into multiple categories of
habitat type for each of the CBiCS hierarchies, based on observations of biota, substrata, geoform,
exposure, and biogeographic region [45]. CBiCS uses components of the Joint Nature Conservation
Committee-European Nature Information System (JNCC-EUNIS [46]), and United States Coastal
and Marine Ecological Classification System (CMECS [47]), with a total of six hierarchical levels
representing the biotic component [48]. Three levels of the scheme were used in this study;
broad habitat classes (BC2), habitat complexes (BC3), and biotope complexes (BC4) (Table 2). CBiCS also
provides classifications for biotopes (BC5) and morphospecies (BC6), however, they were not explored
due to the large number of rare classes with limited observations for training and validation data sets
within the study area.

In order to limit spatial autocorrelation between the training and validation sets, transects were
chosen at random, 20 for training and 10 for validation. There were 14,785 observations in the
training data set and 7835 observations in the validation data set. To ensure only a single towed
video observation represented each raster cell the observation data were thinned with a buffer of 4 m
between observations.
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Table 2. Combined Biotope Classification Scheme (CBiCS) hierarchies (BC2, BC3, BC4) used to train and validate the three hierarchical models in the present study
with depth range, depth mean, depth standard deviation, and number of observations (N) for each level at BC4.

BC2 BC3 BC4 Range (Mean, Standard Deviation) N
Infralittoral rock and other High energy infralittoral . . .
hard substrata (IR) rock (HIR) High energy Durvillaea potatorum communities (DUR) 13-16 m (14 m, 1 m) 10
High energy Ecklonia radiate communities (HECK) 5-23m (12m, 4 m) 600
High energy Ecklonia-Phyllospora comosa communities (EP)  12-30 m (18 m, 1 m) 10
High energy lower infralittoral zone (HLI) 18-42 m (31 m, 5 m) 1617
Circalittoral rock and other ~ High energy open-coast ) . .
hard substrata (CR) circalittoral rock (HCR) Bushy bryozoan-dominated communities (BBR) 32-37 m (36 m, 1 m) 49
Crustose coralline algal communities with combinations of
thallose red algae and scattered sponges on high energy 33-55m (42 m, 3 m) 535
circalittoral rock (CCA)
High energy circalittoral rock with seabed covering sponges 27-45m (36 m, 5 m) 516
(SpoCov)
Low complexity circalittoral rock with non-crowded erect 41-43m (42 m, 1 m) 38
sponges (LxSml)
Mode.rate to high complexity circalittoral rock with seabed 39-45 m (42 m, 2 m) 102
covering sponges (CxSml)
Sandy low profile reef wave surge communities with sand 39-45 m (42 m, 11 m) 558
trapped around sponges (SLO)
. . Non-reef sediment .
Sublittoral sediment (SS) epibenthos (EPI) Erect octocorals on sediment (OCT) 27-71 m (48 m, 13 m) 239
Sublittoral sand and L . .
muddy sand (SSa) Circalittoral fine sand (CLFiSa) 29-70 m (48 m, 9 m) 4078
Infralittoral fine sand (ILFiSa) 10-40 m (30 m, 10 m) 6433
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2.4. Wave Exposure Model

As a surrogate for wave exposure, we used a fine-scale (60 m) estimation of wave induced orbital
velocities of the seabed. The model was created using the WaveWatch III global hindcast model
downscaled to a regional spectral wave model using the high-resolution bathymetric surface [18].
Wave-induced orbital velocities were transferred to the seafloor using linear wave theory (for more
detailed information see [18]). Bayesian kriging was used to resample the wave exposure surface to
a resolution of 2.5 m and mean kernel size analysis was performed to produce surfaces at identical
scales to those defined in Section 2.2.

2.5. Statistical Approaches

2.5.1. Data Analysis

The Random Forests (RF) ensemble classification approach was used to derive rule-based
relationships between geophysical derivatives and corresponding observational data using the
“randomPForest” package in R [49]. RF is a machine learning modelling technique that uses tree-type
classifiers and bootstrap aggregation based on subsets of the input data [50]. The benefits of using the
REF classification approach are that it reduces the chance of overfitting the model by including the results
of multiple trees from bootstrap samples of the training data, and measures of variable importance
to model accuracy can be derived [51]. RF also keeps bias low via random predictor selection.
RF have been shown to perform well when compared with other rule-based classification approaches,
as demonstrated by Stephen and Diesing [52], who reported that tree-based methods, including RF,
performed best when predicting sediment classes from acoustic and groundtruth data sets.

Parameters for the optimal number of predictors randomly selected at each split (mtry), and the
optimal number of trees within models (ntree) were assessed for each of the three hierarchical models
using a repeated K-fold cross-validation routine in the R package ‘caret’ [53]. Model parameters mtry
and ntree were subsequently set at values of 5 and 300 respectively for the three hierarchical models
used in the study.

2.5.2. Variable Importance

Variable importance was obtained by randomly permuting each predictor value in the “out of
bag” (OOB) observations for each tree. The error rate for classification is calculated for each tree
in the model, and the same is done for each predictor variable. The differences between the two
errors are averaged over all trees and normalized using the standard deviation from the differences.
Predictors for each of the three hierarchical models were chosen based on variable importance without
repetition (i.e., if two variables with analysis kernels of 21 and 19 pixels were ranked equally only one
was included). Predictors with a Pearson product-moment correlation value greater than 0.8 were
not retained for model runs (Figure 3). See Table 3 for predictors used in RF modelling for the three
hierarchical models.



Geosciences 2018, 8, 119

Slope_5 A

Wave_Exposure_21

Northness_13 Q

Maximum_Curvature 70 . .
Eastness_9 O ) Q 00

Complexity_5 O . O . . -0.5

-1.0
Backscatter_StDv_21 |
Bathymetry_Rugosity 17 . O ‘ O O .
Bathymetry_Mean_19 O
Slope_5 B
Wave_Exposure_21
Northness_21 <>
Y 1.0
Maximum_Curvature_’ 7 ‘ -
/
. N 0.5
o \ Y
Eastness_9 I\ ) <, P, 00
Complexity_3 C/ ‘ Q ‘ .—0.5
& -1.0

Backscatter_StDv_21

Bathymetry_Rugosity_15 ‘ k) . () .

Bathymetry_Mean_3 ] O

Slope_21

Wave_Exposure_11 |

y @

Northness_21

A

@
.

p
@

0.5

. PN 1.0
Maximum_Curvature_21 \\ Y . .
@

Eastness_19 () N
astness_19 ( ) ) 00
Complexity_17 \) w ‘ -0.5

o -4 P

Backscatter_StDv_. 21( Q

. /
Bathymetry_Rugosity 19 . . .

Bathymetry_Mean_3 1 : O O

9 of 24

Figure 3. Correlation matrix containing all derivatives used for the three hierarchical models (A) BC2,
(B) BC3, (C) BC4. Color and size represent the magnitude and relationship between derivatives.

The numbers after the labels represent the scale of analysis (in pixels).
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Table 3. Model predictors and spatial scale retained for each model.

Model Derivatives Kernel Size
Bathymetry Mean 19
Bathymetry Rugosity (VRM) 17
Backscatter Standard Deviation 21
Complexity 5

BC2 Eastness 9
Maximum Curvature 7
Northness 13
Slope 5
Wave exposure 21
Bathymetry mean 3
Bathymetry Rugosity (VRM) 15
Backscatter Standard Deviation 21
Complexity 3

BC3 Eastness 9
Maximum curvature 7
Northness 21
Slope 5
Wave exposure 21
Bathymetry Mean 3
Bathymetry Rugosity (VRM) 19
Backscatter Standard Deviation 21
Complexity 17

BC4 Eastness 19
Maximum Curvature 21
Northness 21
Slope 21
Wave Exposure 11

2.5.3. Predictive Mapping

RF models were used to predict the final classified habitat maps using the “ModelMap” package
in R [54]. Model accuracies were determined by creating confusion matrices comparing the predicted
classifications with the validation dataset providing overall accuracies, kappa statistics and measures of
within class model performance (sensitivity and specificity) for each model using the “caret” package
in R. The Kappa statistic (K') measures the agreement between an observed accuracy and an expected
(values ranging from —1 to 1), but differs from a simple percent agreement calculation as it considers
the agreement occurring by chance [55].

3. Results

3.1. Habitat Suitability Maps

The results of the benthic habitat maps indicate at the BC2 hierarchy the Cape Otway site is
characterized by sublittoral sediments with extensive circalittoral rock and infralittoral rock more
dominant west of the cape (Figure 4). The habitat map for BC3 is similar to BC2, but has an additional
class, non-reef sediment epibenthos, which is present in small patches west of the cape.
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Kilometers

Figure 4. Predictive classification maps across three hierarchies BC2 (A), BC3 (B), and BC4 (C). Produced using Random Forests (RF) models in R. Refer to Table 2 for
class descriptions.
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The smallest class observed in groundtruth for BC4 was high energy Durvillaea communities
located in the south of the cape at depths less than 16 m. High energy Ecklonia-Phyllospora biotope
complexes were distributed in patches at a mean depth of 19 m + 2 m. High energy Ecklonia biotope
complexes had a mean depth of 22 m + 4 m within reefs along the western side of Cape Otway heads.
The most dominant class, accounting for 71% of the infralittoral hierarchy, was the class high energy
lower infralittoral zone. Biotopes included in the biotope complex high energy lower infralittoral zone
for this study area are Ecklonia radiata park, and foliose red algae with sessile invertebrates.

The circalittoral zone, classified at the level of BC4, contained the highest number of biotope
complexes. Bushy bryozoan-dominated communities were primarily distributed south of the
headlands with a mean depth of 35 m £ 2 m. The biotope complexes of high energy circalittoral rock
with seabed covering sponges, low complexity circalittoral rock with non-crowded erect sponges,
and moderate to high energy circalittoral rock with seabed covering sponges were found at a mean
depth of 42 m £ 6 m. Sandy low-profile reef wave surge communities with sand trapped around
sponges were found throughout the site at a mean depth of 47 m =+ 8 m. The most dominant biotope
complex by area, accounting for 45% of the circalittoral habitat in the study area, was crustose coralline
algal communities with combinations of thallose red algae and scattered sponges on high energy
circalittoral rock at a mean depth of 48 m &+ 8 m.

Two of the three classes, infralittoral and circalittoral fine sand, within the sublittoral sediment
hierarchy represented 72% (by area) of the BC4 benthic habitat map. The remaining class was “erect
octocorals on sediment” and was present east of the heads at a mean depth of 65 m £ 15 m.

3.2. Hierarchical Comparison

Three benthic habitat maps, one for each hierarchical level, were assessed comparing predicted
classes to a validation dataset comprised of spatially independent transects not used in model
development. The classification for BC2 performed best with an overall accuracy of 87.4% and a
Kappa statistic of 0.59 (Table 4). Hierarchical models for BC3 and BC4 had overall accuracies of 69.7%
(K =0.31) and 39.9% (K = 0.16), respectively.

Class specific classification accuracies for BC2 were generally good with all three classes predicting
at 60% or higher. Within BC2 sublittoral sediment (SS) performed the best at 91.9% while circalittoral
rock (CR) and infralittoral rock (IR) performed moderately at 63.5% and 72.7% respectively (Table 4).
The next level in the hierarchy, BC3, predicted three classes accurately with high-energy infralittoral
rock (HIR), high-energy open-coast circalittoral rock (HCR) and sublittoral sand and muddy sand (SSa)
performing well at 70.6%, 63.4% and 86.3%, respectively. The model failed to accurately differentiate
any of the non-reef sediment epibenthos which was incorrectly classified predominately as sublittoral
sand and muddy sand (Table 5). As the number of hierarchy levels increased the class specific
accuracies typically decreased, with seven of the 13 classes of BC4 consistently incorrectly classified.
Five of the seven classes consistently misclassified were from the high-energy circalittoral rock habitat
complex: high-energy circalittoral rock with seabed covering sponges, bushy bryozoan-dominated
communities, crustose coralline algal communities with combinations of thallose red algae and
scattered sponges on high-energy circalittoral rock, low complexity circalittoral rock with non-crowded
erect sponges, and moderate to high complexity circalittoral rock with seabed covering sponges.
The two other misclassified biotope complexes were from the high-energy infralittoral rock habitat
complex: high-energy Durvillaea communities, and high-energy Ecklonia-Phyllospora communities
(Table 6). The remaining classes varied in their accuracies with high-energy Ecklonia communities
(HECK) preforming the best at 97.1%.
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Table 4. Error matrix for BC2. Class codes as follows: Infralittoral rock and other hard substrata (IR);
Circalittoral rock and other hard substrata (CR); Sublittoral sediment (SS). Italicized values indicate

correctly classified observations.

Reference = Overall Accuracy = 87.4%, K =0.59
CR IR SS Sensitivity
Predicted CR 621 20 279 63.6
IR 39 213 218 72.7
SS 317 60 5636 91.9
Specificity 95.4 96.4 70.3

Table 5. Error matrix for BC3. Class codes as follows: High-energy infralittoral rock (HIR); High-energy

open-coast circalittoral rock (HCR); Non-reef sediment epibenthos (EPI); Sublittoral sand and muddy

sand (SSa). Italicized values indicate correctly classified observations.

Reference Overall Accuracy = 69.7%, K =0.31
HIR HCR EPI SSa  Sensitivity
HIR 207 33 0 261 70.6
Predicted HCR 20 619 10 404 63.4
EPI 0 6 0 7 0.0
SSa 66 319 1180 4234 86.3
Specificity 95.8 93.2 99.8 36.4
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Table 6. Error matrix for BC4. Class codes are as follows: High-energy Durvillaea communities (DUR); High-energy Ecklonia communities (HECK); High-energy
Ecklonia-Phyllospora communities (EP); High-energy lower infralittoral zone (HLI); Bushy bryozoan-dominated communities (BBR); Crustose coralline algal
communities with combinations of thallose red algae and scattered sponges on high-energy circalittoral rock (CCA); High-energy circalittoral rock with seabed
covering sponges (SpoCov); Low complexity circalittoral rock with non-crowded erect sponges (LxSml); Moderate-to-high complexity circalittoral rock with prominent
sea plumes, sea tulips and hydroid fans (PSH); Moderate-to-high complexity circalittoral rock with seabed covering sponges (SpoCov); Sandy low-profile reef wave
surge communities with sand trapped around sponges (SLO); Erect octocorals on sediment (OCT); Circalittoral fine sand (CLFiSa); Infralittoral fine sand (ILFiSa).
Italicized values indicate correctly classified observations.

Reference Overall Accuracy = 39.94%, K = 0.16
BBR CLFiSa CCA OCT SpoCov DUR EP HECK HLI ILFiSa LxSml CxSml SLO Sensitivity
BBR 0 8 0 0 0 0 0 0 1 0 0 0 1 0
CLFiSa 3 617 0 792 0 0 0 0 0 343 0 9 56 22.7
CCA 0 192 0 0 0 0 0 0 0 5 34 0 45 0
OCT 0 0 0 102 0 0 0 0 0 3 0 0 0 8.6
SpoCov 0 46 0 0 0 0 0 0 0 42 0 0 0 0
DUR 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Predicted EP 0 0 0 0 0 1 0 0 0 0 0 0 0 0
HECK 0 0 0 0 0 11 19 136 0 56 0 0 0 97.1
HLI 0 10 0 0 0 0 0 4 71 83 0 0 3 58.2
ILFiSa 0 1842 21 296 46 0 0 0 50 1625 23 7 143 744
LxSml 0 0 0 0 0 0 0 0 0 0 0 0 0 0
CxSml 0 3 0 0 0 0 0 0 0 0 0 0 0 0
SLO 0 5 0 0 0 0 0 0 0 26 20 4 277 52.8
Specificity 99.9 72.4 96.1 99.9 98.7 100 99.9 98.8 98.6 50.4 100 99.9 99.2
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3.3. Variable Importance

For each hierarchical model, variable importance was ranked using the mean decrease in accuracy
metric (Figure 5). A larger value for mean decrease in accuracy indicates that the environmental
predictor was more important during the classification process. Wave exposure performed the best
for hierarchical level BC4. Bathymetry rugosity (VRM) performed best for hierarchal levels BC2 and
BC3. Backscatter mean, backscatter rugosity (VRM), backscatter standard deviation, GLCM entropy,
GLCM mean, GLCM variance and maximum curvature shared positive linear trends across predictor
scale and between each hierarchy (Figures A1-A3 and 6-8). Eastness and northness had no patterns in
predictor scale or between hierarchical scale. Bathymetry mean performed well across all predictor
scales and hierarchies, favoring finer scales for BC4. Bathymetry standard deviation for BC2 and BC3
favored predictor scales towards the mid-range of pixel kernel size (11-15) while BC4 displayed a
positive linear relationship (Figures A1-A3). At coarse hierarchical levels slope favored finer scales,
while at finer hierarchical levels slope favored broader scales. In BC2 the relationship between
complexity and variable scale favored finer scales with BC3 showing no pattern, and BC4 favoring
broader scales.

BC2 BC3 BC4

Bathymetry VRM 17 Bathymetry VRM 15 Wave Exposure 21

Wave Exposure 21 Bathmetry Mean 03 Bathmetry Mean 03

Bathmetry Mean 19 Wave Exposure 05 Bathymetry VRM 19

Complexity 05 Complexity 03 Slope 21
2
o
,g Slope 05 Slope 21 Complexity 17
o
>
Backscatter stdv 21 Maximum Curvature 07 Backscatter stdv 21
Maximum Curvature 07 Backscatter stdv 21 Maximum Curvature 21
Northness 13 Eastness 09 Eastness 19
Eastness 09 Northness 21 Northness 11
0 100 200 300 0 100 200 300 0 100 200 300

Mean Decrease Accuracy

Figure 5. Variable importance for retained model variables. Mean decrease in accuracy represents
the RF model decrease in accuracy when that variable is removed, therefore a larger value for mean
decrease in accuracy indicates that the environmental predictor was more important.
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Figure 6. Variable importance for BC2, for variables retained. Sorted by derivatives in order of
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Figure 7. Variable importance for BC3, for variables retained. Sorted by derivatives in order of

importance. Generalized linear model (GLM) trend represented in blue. Gray area represents

95% confidence interval for predictions.
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Figure 8. Variable importance for BC4, for variables retained. Sorted by derivatives in order of
importance. Generalized linear model (GLM) trend represented in blue. Gray area represents
95% confidence interval for predictions.

4. Discussion

Numerous habitat mapping studies have tested the importance of environmental predictor scale
when creating habitat maps [2,3,56]. There have also been a number of studies, primarily terrestrial,
that have examined the effects of hierarchical classifications on habitat prediction [33,35,36]. In this
study, we tested both hierarchical and environmental variable scale in a marine environment, using
MBES and terrain derivatives, and demonstrate their importance in developing statistical relationships
between observations and geophysical products to create benthic habitat maps.

4.1. Impact of Classification Hierarchy on Model Performance

We observed a decrease in map accuracy at increasing levels of complexity of a hierarchical
classification scheme. The lower accuracy of the hierarchical models as more classes were added
in BC3 and BC4 is likely due to the decrease in samples per class and increased complexity of the
classification task, a common challenge experienced across many studies (see review [57]). Additionally,
as class complexity increased, some rarer habitats were under represented, with too few samples for
rigorous model training and validation. Mumby et al. [38] found similar results using a hierarchical
cluster analysis to predict coral reefs habitats according to three levels (broad, intermediate, and fine)
of hierarchy across five different satellite sensors [38]. They found a significant decrease in accuracy
between broad to fine descriptive resolutions [38]. Capolsini et al. [58] found a similar pattern in
decreased accuracy when using more classes to define coral reef habitats in South Pacific Islands.

According to benchmarks established by Landis et al. [59] kappa values in the present study
indicate that BC2 had moderate strength of agreement, BC3 had fair strength of agreement and BC4
displayed slight strength of agreement. The moderate and fair agreement for BC2 and BC3 provide
confident results. The slight strength in agreement for BC4 is likely due to multiple rare and similar
classes, with two of the classes having 10 observations and the remainder having similar characteristics;
all located on circalittoral rock, with either crustose coralline algal communities, sponges, or bryozoans.
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Sediment classes with no visible epibiota; SS, SSa, and ILFiSa were consistently accurately
classified, likely because sediment morphology displays patterns that are readily discernible from reef
using MBES derivatives [1,60]. In the hierarchical level BC3, the model failed to accurately classify
any of the sediment classes containing visible epibenthos. This may reflect poor class separability
using acoustic methods, as demonstrated by Freitas et al. [61], who found that acoustic methods
had difficulty separating grain sizes between fine and very fine sand. Reef classes had, in general,
lower accuracies. This is possibly due to low profile reefs in the study area having sand veneers making
them difficult to discern using MBES derivatives. Classes with similar biotic components, namely
crustose coralline algal communities, and seabed/erect sponges, were misclassified throughout BC4.
This finding is similar to a predictive modelling study conducted by Che Hasan et al. [62], which found
that misclassification occurred between similar biota classes (i.e., mixed brown algae, mixed brown
and invertebrates) because they shared many acoustic properties due to similar species compositions
and substratum types. Some classes are rare, with low density biota making it difficult to discern from
surrounding acoustic signatures.

4.2. Impact of Variable Scale

A common finding across all three hierarchies was the importance of wave exposure in reducing
classification uncertainty. Wave exposure was the highest ranked variable in the BC4 model and
was the second highest variable in the BC2 and BC3 hierarchical models, which is unsurprising
given the strong east-west exposure gradient at the site. Characteristics used to determine biotope
classes often include exposure level, reinforcing the desirability of incorporating variables describing
local exposure gradients in habitat maps [63]. Our results align with findings from previous
studies where oceanographic features and seafloor habitat variables were incorporated into habitat
models [18,64]. Rattray et al. [18] found that incorporating wave exposure as a variable in habitat
mapping significantly increased model accuracy when compared to models derived using MBES
derivatives alone. Downscaling the original hindcast model using Bayesian kriging likely weakened
the mean decrease in accuracy relationship between each scale because the original scale of the model
is coarser than the coarsest scale extracted.

Seafloor habitat variables derived from bathymetry rugosity (VRM) and backscatter standard
deviation shared common trends as both predictors were important across hierarchies. Another pattern
observed across hierarchies was the increasing importance of environmental predictors derived from
the backscatter layer as scale increased (Figures A1-A3), while predictors derived from bathymetry
displayed weaker trends. An explanation for this pattern may be the larger number of artefacts in
the backscatter layer in comparison to bathymetry. Deriving backscatter derivatives at broader scales
potentially reduces speckle and nadir noise common in backscatter mosaics [19].

Within each classification hierarchy most environmental predictors showed increased importance
at broader scales of analysis, with a few exceptions; for example, eastness, northness, bathymetry mean
and complexity at hierarchical models BC2 and BC3 were more important at finer scales. In similar
multiscale studies, a combination of fine and broad-scale variables were found to be the best predictors
of bird habitat [65] and macrofaunal habitat [22]. This reflects findings in the marine environment
indicating that species/habitat associations may be based on a combination of both broad-scale and
fine-scale variables [66]. However, when habitats are best represented by broad-scale variables a
previous study by Wilson et al. [3] found that there may be an upper limit to the scale of analysis before
variable importance decreases. Scale importance in our study did not appear to reach any upper limits
for most variables; suggesting future studies should examine derivatives at even broader scales for
model input.

Importance of scale is likely site dependent and driven by the heterogeneity of the seabed and
size of the study area [67,68]. Results from this study provide an example from a highly exposed,
temperate coastline, which may be representative of other temperate sites. Using the methodology
described here, the effect of scale on classification can be explored and applied to other study areas.
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Predictive habitat maps based on small class sample sizes are unlikely to be as accurate as those based
on classes with large samples, especially when class characteristics share similarities with surrounding
classes [67,68], or when predictors do not adequately represent processes driving biotic distribution.
Groundtruth surveys are typically carried out after the collection and processing of MBES bathymetry
and backscatter. Using unsupervised classification techniques to guide collection of observation data is
a logical first step to ensuring adequate sample sizes across classes of interest. For example, Przeslawski
and Foster [69], suggest that transect length should be dependent on the spatial properties of the target
biota, using short transects where the biota has large spatial autocorrelation and using long transects
where the biota has small spatial autocorrelation. In an effort to reduce spatial autocorrelation we split
our observations into training and validation by randomly selecting transects. This was not ideal and
likely had a negative impact on model accuracy. Several classes from the BC3 and BC4 levels were
only present in a single transect, resulting in either no training or validation points for some classes,
thus were excluded from the model.

5. Conclusions

Advances in MBES technology have provided products at increasing resolution, however,
studies exploring the impact of variable scale on the habitat mapping process have been limited.
When assessing variable importance across multiple scales, our study generally shows positive trends
towards broader scale variables. We demonstrate that predictor scale is important for improving map
accuracy and suggest multiscale analysis to limit user bias when selecting variable scales for analysis
as they are likely to be site specific, which is driven by the heterogeneity of the seascape.

The number of predictive classes and the ability to differentiate between them accurately is a key
consideration when deriving benthic habitat maps. Using a hierarchical classification approach for
model prediction, we found as the number of predictive classes increased model accuracy decreased.
Classification schemes are not necessarily designed with predictive mapping in mind and can result
in classes sharing similar abiotic characteristics that can be difficult to differentiate using acoustic
approaches. Therefore, classification schemes that incorporate appropriate levels for accurate predictive
mapping that aligns with management objectives are desirable.

Rare classes pose a challenge for predictive habitat modelling, because capturing an adequate
number of samples when collecting groundtruth data is difficult. For future studies we recommend
considering the tradeoff between statistical rigor and useful habitat maps by using a combination
of automated and manual digitization of rare classes. In conclusion, this study brings attention
to hierarchical classifications and the importance of using multiscale approaches when classifying
benthic habitats.
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