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Abstract: The objective of this research is the assessment of the efficiency of a non-linear regression
technique in predicting long-term seasonal rainfall. The non-linear models were developed using
the lagged (past) values of the climate drivers, which have a significant correlation with rainfall.
More specifically, the capabilities of SEIO (South-eastern Indian Ocean) and ENSO (EI Nino Southern
Oscillation) were assessed in reproducing the rainfall characteristics using the non-linear regression
approach. The non-linear models developed were tested using the individual data sets, which were
not used during the calibration of the models. The models were assessed using the commonly used
statistical parameters, such as Pearson correlations (R), root mean square error (RMSE), mean absolute
error (MAE) and index of agreement (d). Three rainfall stations located in the Australian Capital
Territory (ACT) were selected as a case study. The analysis suggests that the predictors which has
the highest correlation with the predictands do not necessarily produce the least errors in rainfall
forecasting. The non-linear regression was able to predict seasonal rainfall with correlation coefficients
varying from 0.71 to 0.91. The outcomes of the analysis will help the watershed management
authorities to adopt efficient modelling technique by predicting long-term seasonal rainfall.
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1. Introduction

Rainfall can be regarded as the most important climate element in the hydrological cycle that has
considerable effects on the surrounding environment, including human lives. The spatial and temporal
distribution of rainfall has significant impact on the water availability of earth surfaces, and hence on
the agricultural activities. Since the agricultural activities and resulting crop production depends on
the distribution of rainfall, prediction of monthly and seasonal rainfall is essentially important for the
agricultural planning, flood mitigation strategies. However, accurate prediction of seasonal rainfall
remains elusive to the scientists. Therefore, seasonal rainfall forecasting becomes plausible amongst
the hydrologic researchers around the globe [1,2].

Seasonal forecasting can be classified into two broad categories: the statistical approach and the
dynamic approach. In the statistical approach, the statistical relationships between the predictors
and the predictands are investigated [3]. In the dynamic approach, seasonal meteorological estimates
are used to build a hydrological model. However, there are methodological implications in using
meteorological inputs in the current hydrological models [4]. The climate model produces the outputs
based on coarse grid scales, which has the potential to capture forecasting uncertainties, and hence
lead to bias. Furthermore, the data requirements of the dynamic models hinder the application of the
modelling type. As a result, the statistical approach drew considerable attention to the practical users
of the prediction models.
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Long-term prediction of seasonal rainfall has the potential to help in the decision-making process
for planning appropriate watershed management strategies [4]. Moreover, advanced prediction of
rainfall can provide information to adopt the consequences of climate change [5]. As a result, the urge
for the application of seasonal rainfall forecasting is increasing day by day. Therefore, seasonal
forecasting is routinely performed by different research institutes, to have better understanding of
climate change throughout the world. However, there exist limiting factors which act as the barriers
for the wider application of the seasonal prediction models [6]. For example, the seasonal predictions
are affected by the predictors, predictands, region and season [7]. Nevertheless, the chaotic dynamics
of the atmosphere may lead to the erroneous prediction of seasonal rainfall [8]. The uncertainties in
the model parameterization further hinder the prediction of seasonal rainfall.

Till today, precipitation is the most challenging climatic phenomena, which can be predicted with
least accuracy [7]. On the other hand, most of the research studies on precipitation prediction have been
conducted over a regional area of the world and in a particular season [9-12]. There exist only a few
studies that concentrate on the precipitation analysis of the whole world [7,8,13]. Most of the studies
conducted used number of various scores to evaluate predicted rainfall with the observed rainfall,
such as, correlations, ranked probability score and Brier skill score. However, there is still doubt
regarding the accuracy of the predictions of the seasonal models, which has immense implications in
the decision-making process [14]. Nevertheless, there exists overconfidence and lack of reliability in
the prediction of seasonal rainfall using the currently available models [15]. Therefore, it is necessary
to assess the comprehensive performance of different models and their uncertainties in predicting
seasonal rainfall.

It is well established that large-scale atmospheric circulation patterns significantly affect the
annual precipitation around the globe including Australia. The atmospheric circulation configuration
is dominated by the patterns of the sea surface temperature. Many researchers accept the capability
of the El Nino Southern Oscillation (ENSO) in predicting time-series events. After analysing the role
of ENSO on seasonal precipitation, Manzanas et al. [13] found that September to October is the most
skillful season to predict rainfall around eastern Australia. Hossain et al. [9]; Hossain et al. [16] also
identified the effects of ENSO and Indian Ocean Dipole (IOD) on West Australian rainfall. Therefore,
the evaluation of the ENSO capability in time-series prediction is the fundamental requirement.
Other climatic variables, such as sea surface temperature over the Atlantic and Indian Ocean have
considerable impacts on the climate variability near the surrounding regions [17]. Recent studies also
suggested that Indian Ocean Dipole (IOD) has the considerable effects on the climate variability in
the continental regions including Australia [18,19]. Rasel et al. [20] revealed the effects of Southern
Annular Mode (SAM) as a potential contributor of South Australian rainfall variability.

A number of studies have been examined to identify appropriate modelling technique for the
prediction of seasonal rainfall. However, only a single climate driver is not capable of replicating the
accurate precipitation characteristics. Multi-predictors models have the higher prediction skill than the
single predictor models [21]. Nevertheless, there may exist dissimilar characteristics of seasonal rainfall
patterns with the same rainfall totals [1]. On the other hand, there exist non-linear characteristics of
the seasonal climate [8]. Therefore, a closer look at the appropriate mechanism of seasonal rainfall
formation becomes essentially important.

This paper presents the efficiency of non-linear regression modelling technique in predicting
long-term seasonal rainfall forecasting. The non-linear analysis was performed using the lagged (past)
values of the climate indices as the potential predictors of long-term seasonal rainfall. Since there
exist significant correlations between seasonal rainfall and two to three months average values of the
climate indices, lagged values of the predictors were considered in this research. Furthermore, many
researchers identified the ENSO and IOD as the most significant predictors of Australian seasonal
rainfall. In this research, the efficiency of the climate indices in rainfall forecasting were assessed using
the non-linear regression analysis technique. The non-linear analysis was performed considering
South-eastern Indian Ocean (SEIO), Nino3.4 (sea surface temperature anomalies from 5° S to 5° N and
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170° W to 120° W), southern oscillation index (SOI) and dipole model index (DMI) as the significant
influential parameters of seasonal rainfall variation. The analysis was performed and applied to three
rainfall stations in Australian Capital Territory (ACT). Seasonal rainfall forecasting can have practical
implications to a wide range of users in diverse sectors, such as agriculture, energy, water supply
and stormwater management [22]. The outcomes of the analysis may be the benchmark for future
generations in predicting seasonal rainfall.

2. Study Area and Data Collection

The Australian Capital Territory (ACT) located in the south-east of the country is enclaved within
the state of New South Wales (NSW). Unlike other Australian cities whose climates are moderated
by the sea, the ACT experiences four distinct seasons. As a result, the inter-annual variation of
precipitation in the ACT is higher. Annually, the ACT receives approximately 623 mm rainfall.
The highest rainfall could be observed in spring and summer and the lowest in winter. This study
concentrates on the application of non-linear regression modelling technique in the ACT for the
prediction of long-term seasonal rainfall. The non-linear models were developed using the large-scale
climate drivers. Therefore, the research requires both long-term rainfall data and climate indices data.

In Australia, the Bureau of Meteorology (BoM) collects and stores rainfall data from more than
2000 stations. For the achievement of the objectives of this paper, three rainfall stations located in the
ACT were selected as a case study. Specific location of the rainfall stations is shown in Figure 1.
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Figure 1. Selected rainfall stations in Australian Capital Territory.
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Long-term monthly rainfall data from 1971 to 2017 were downloaded from Australian Bureau of
Meteorology (http://www.bom.gov.au/climate/data/?ref=ftr). The rainfall stations were selected
based on the availability of long-term data which have fewer missing values. Monthly variation
of the rainfall for the selected rainfall stations throughout the study period is shown in Figure 2.
The long-term variation of the same rainfall could be seen in Figure 3 (blue curve). Seasonal rainfall
was estimated from the collected monthly rainfall data. In this paper, the average of the spring
(September-October-November) rainfall data were used to perform non-linear regression analysis.
The data collected were used not only to construct the non-linear regression models but also to validate
the prediction capability of the developed models.
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Figure 2. Monthly variations of rainfalls for the selected stations throughout the study period.
(a) Ainslie Tyson St; (b) Tharwa General Store; (c) Huntly.

To replicate the appropriate characteristics of seasonal rainfall, it is required to identify which
month’s climate indices should be used in the analysis. Since the main focus of this paper is the
efficiency of non-linear regression modelling technique in predicting long-term seasonal rainfall,
the climate indices which have a significant correlation with rainfall were analysed and used for the
construction of the non-linear models. Monthly values of the long-term climate indices data from
1971 to 2017 were collected from the climate explorer website (https:/ /climexp.knmi.nl/start.cgi).
Monthly values of the SEIO, Nino3.4, SOI and DMI were downloaded to achieve the objective of this
research. In this paper, 90% of the data were used to construct the non-linear models and 10% of the
data were used to assess the performance of the constructed models.
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Figure 3. Comparison of the modelling output during the calibration period. (a) Ainslie Tyson St;

(b) Tharwa General Store; (c) Huntly.

3. Methods

2008
2009
2010
2011
2012

Traditional exploration of the relationship between two or more parameters are obtained by
statistical regression analysis. In this study, non-linear regression analysis was performed to obtain
steady relationship between long-term seasonal rainfall and large scale climate indices. In the
non-linear regression technique, the arbitrary relationship between the predictands and predictors
are obtained. One or more independent variables dictate the determination of non-linear relationship
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amongst the model parameters [23]. The general relationship of the non-linear regression can be
explained according to Equation (1) [24]:

where, Y is the dependent variable; by, by, ... ... ... by, are coefficients of the independent variables;
n is the number of observations; X is the independent variables and e is model error. The fitted model
has the potential to predict the value of Y for the additional observed values of X.

There may exist different non-linear functions which is suitable to replicate the appropriate
rainfall pattern. To find out the suitable predicting model for streamflow, researchers have performed
a series of simple regression analysis [25]. To recommend a suitable seasonal rainfall predicting model,
six different functions: linear, quadratic, cubic, exponential, power and logarithmic were assessed in
this study. The function which has the higher Pearson correlation with the rainfall was considered
as the potential model for rainfall prediction. The long-term seasonal rainfall data were used for the
estimation of the correlations. The predictions may be penalized due to the lack of understanding of
the physical processes. The interactions amongst the sub-processes of the variables may further hider
the predictive capability [26]. Therefore, individual correlations amongst the climate indices were
performed to assess the significant correlations. The climate indices which have significant correlation
amongst themselves were not used to develop the non-linear regression models.

Since the forecast verification assesses the capability of re-producing the observed data, the process
is considered as an essential process of any model development [27]. In this research, the assessment
of the forecast quality of the developed non-linear regression models were performed using the
commonly used statistical errors, Pearson correlations, root mean square error (RMSE), mean absolute
error (MAE) and index of agreement (d). The regression model which has the highest correlation
between the seasonal rainfall and combined indices during the validation period (2013-2017) was
considered as the recommended predictor model.

4. Results and Discussion

From the available linear and non-linear functions, the Pearson correlations between the climate
indices and the ACT spring rainfall was determined from the fitted data sets. The function which has
the higher correlation was considered as the suitable model for rainfall prediction. The correlations of
the regression analysis is shown in Tables 1-3 for Ainslie Tyson St, Tharwa General Store and Huntly
rainfall stations respectively. The month shown in the subscript is the value of the corresponding
climate index for the specified month. The star (*) in the table refers that the correlation is significant at
the 0.05 level.

Table 1. Pearson correlations of the regression analysis for Ainslie Tyson St station.

Index Linear Quadratic Cubic Exponential  Power Logarithmic
DMljyn 0.083 0.097 0.154 0.082 0.182 0.187
NINO3.4jun 0.420 * 0.428 * 0.436 * 0.411* 0.153 0.157
NINO3.4y, 0.462 * 0.462 * 0.495 * 0.456 * 0.056 0.061
NINO3.44,g 0.503 * 0.503 * 0.524 * 0.499 * 0.332 0.338
SEIOjun 0.127 0.265 0.267 0.135 0.331 0.312
SEIOjy 0.208 0.280 0.323 * 0.218 0.305 0.309
SEIOAyg 0.236 0.242 0.243 0.232 0.099 0.098
SOljyn 0.380 * 0.385 * 0.389 * 0.374 % —0.055 0.071
SOl 0.407 * 0.407 * 0.470 * 0.405 * 0.451 0.242

SOlIaug 0.502 * 0.517 * 0.527 * 0.488 * 0.002 0.002
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Table 2. Pearson correlations of the regression analysis for Tharwa General Store station.

Index Linear Quadratic Cubic Exponential  Power Logarithmic
DMljyn 0.193 0.198 0.226 0.190 0.183 0.192
NINO3.4jun 0.457 * 0.480 * 0.507 * 0.440 * 0.232 0.240
NINO3.4yy 0.518 * 0.519 * 0.573* 0.508 * 0.089 0.099
NINO3.4pyug 0.542 % 0.542 % 0.589 * 0.533* 0.298 0.303
SEIOjun 0.152 0.325* 0.329* 0.166 0.279 0.246
SEIOyy 0.195 0.253 0.301 * 0.204 0.226 0.230
SEIOAug 0.218 0.222 0.231 0.214 0.022 0.022
SOljun 0.350 * 0.355 * 0.355 * 0.344 % 0.042 0.159
SOOIy 0.407 * 0.407 * 0.472 % 0.407 * 0.518 * 0.376
SOIpug 0.516 % 0.532* 0.532* 0.500 * 0.071 0.070

Table 3. Pearson correlations of the regression analysis for Huntly station.

Index Linear Quadratic Cubic Exponential  Power Logarithmic
DMljyn 0.122 0.122 0.151 0.121 0.105 0.109
NINO3.4jun 0.383 * 0.387 * 0.391 * 0.376 * 0.288 0.283
NINO3.4y 0.450 * 0.451 % 0.474 % 0.448 * 0.161 0.176
NINO3.44,g 0.476* 0.476 * 0.510 * 0.476 * 0.375 0.380
SEIOjun 0.136 0.260 0.280 0.136 0.268 0.246
SEIOjy 0.216 0.235 0.280 0.221 0.231 0.236
SEIOAyg 0.248 0.258 0.274 0.241 0.076 0.076
SOljyn 0.267 0.274 0.274 0.262 —0.097 0.019
SOl 0.322 % 0.322 % 0.399 * 0.321 % 0.495* 0.320
SOlpyg 0.467 * 0.477 * 0.478 * 0.453 * 0.011 0.010

For Ainslie Tyson St rainfall station, the cubic function has the maximum correlations between
spring rainfall and all the climate indices except SEIOy,,. This climate index has the maximum
correlation with power function as shown in Table 1. Similarly for Huntly rainfall station, the cubic
function has the maximum correlations between spring rainfall and the climate indices except SOlj.
As evidenced in Table 2, power function has the maximum correlation with rainfall and this predictor.
However for Tharwa General Store rainfall station, cubic function has the maximum correlations
between spring rainfall and all the climate indices as can be seen in Table 3. Generally, the cubic
function is the best predictor and the logarithmic function is the least predictor for seasonal rainfall
forecasting. A similar outcome was obtained by Esha and Imteaz [25] in predicting streamflow.

To develop a generalised non-linear model for the prediction of seasonal rainfall, the functions
which have the maximum correlation were further analysed. Seventeen combined non-linear models
were developed for each of the rainfall stations. The arrangement was selected in such a way that there
is no significant correlation amongst the input combinations. The correlation coefficients for each of
the developed models were also estimated. The combined indices that have been used to construct
the non-linear regression models and their correlations are shown in Table 4 for all the selected three
rainfall stations.

It is clear from Table 4 that only single model is not capable to predict seasonal rainfall with
sufficient accuracy for all the rainfall stations. The table reveals that DMI-SOI based models are
appropriate for predicting seasonal rainfall with maximum correlation 0.71. However, the appropriate
combination is not in the same month for all the stations. For instance, DMI}y,, influence is dominant
for all the three stations, whereas associated dominant indices are; SOIj,; for Tharwa General Store
station and SOI,g for Ainslie Tyson St station. For Huntley station, combined effect of SEIOy,
and Nino3.44,g provided the highest correlation, with a Pearson correlation of 0.579. The outcomes
support that the effects of climate indices vary spatially, and only single variable/index is not capable
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of predicting rainfall with sufficient accuracy. However, the combinations having higher correlations
during the calibration were not considered as recommended models for rainfall prediction.

Table 4. Pearson correlations of the developed models for the selected rainfall stations.

Correlations
Indices Combination Ainslie Tyson St Tharwa General Store Huntly
SEIOjun—Nino3.4jyn 0.533 * 0.620 * 0.485 *
SEIOjun—Nino3.4yy 0.581 * 0.675* 0.549 *
SEIOjun-Nino3.44 g 0.589 * 0.661 * 0.556 *
SEIOj,;1—-Nino3.4jyn 0.544 * 0.597 * 0.477 *
SEIOj,;—-Nino3.45y 0.587 * 0.646 * 0.537 *
SEIOyj1-Nin03.44 ¢ 0.622 * 0.629 * 0.579 *
SEIOAug—-Nino3.4yun 0.463 * 0.537 * 0.444 *
SEIOAug—-Nino3.4y,; 0.519 * 0.597 * 0.516 *
SEIOjun—SOljun 0.472* 0.489 * 0.400 *
SEIOjun—SOljy 0.589 * 0.604 * 0.494 *
SEIOjun—SOlaug 0.602 * 0.616 * 0.530 *
SEIOj;1-SOljun 0.446 * 0.408 * 0.338 *
SEIOy,1-SOlayg 0.619 * 0.625* 0.547 *
SEIOAug—SOlaug 0.529 * 0.544 * 0.493 *
DMIjyn—SOljyn 0.545 * 0.410* 0.310 *
DMlIjyn—SOljy 0.552 * 0.710 * 0.456 *
DMIjun—-SOlayg 0.659 * 0.564 * 0.507 *

The combinations which produce maximum correlation during the validation period were
considered to be the recommended models. For this case, SEIO},;-Nino3.4 oy is the best model for the
Ainslie Tyson St and Huntly stations; whereas SEIOy;;1=SOl g is the highest correlation producers for
Tharwa General Store station. Therefore, three models that have the highest correlation between the
spring rainfall and the climate variables during the validation period have been proposed. Derirved
models are outlined in Equations (2)—(4) for Ainslie Tyson St, Tharwa General Store and Huntly rainfall
stations respectively.

(Rainfall) —74.0733 x SEIO},; + 69.3359 x SEIOf,; + 11.5707 x SEIOjy;

Spring u u
—26.6653 (2

+6.21085 x Nino3.43,, — 157148 x Nino3.43 ,,
x Nino3.4aug + 54.6311

(Rainfall) —91.0857 x SEIO},| + 71.6046 x SEIOf,; + 12.3435 x SEIO)

—1.5962 x SOI},, — 3.07473 x SOIZ,, + 20.7424 x SOlayg 3)

Aug Aug
+57.8264

Spring —

(Rainfall) —91.5749 x SEIO},| + 69.4111 x SEIO?,; +20.8865 x SEIOy

u
+8.33879 x Nino3.43 ,, — 1.96053 x Nino3.43 ., + 33.6301 (4)

Aug
XNino3.4ayg + 59.2245

Spring —

Since the cubic function has the potential to produce the higher correlation between seasonal
rainfall and the considered climate indices, the equations have been developed for the cubic function.
The combined capability of other functions will be assessed in future.

The plotted comparison of the analysis during the calibration period is shown in Figure 3.
According to Figure 3, the non-linear regression models are not capable to replicate the actual
seasonal rainfall with considerable accuracy. The statement is especially true for the extreme rainfall.
When the rainfall is extremely high or extremely low, the approach is unable to capture the rainfall
characteristics as evidence in Figure 3. More sophisticated analysis needs to be performed to replicate
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the extreme seasonal rainfalls. However, before concluding general remark, analysis on other area
should be performed.

The plotted results of the prediction comparison during the validation period is shown in Figure 4.
According to Figure 4, non-linear regression models should be used carefully to predict the seasonal
rainfall with reasonable accuracy. To some extent, the approach is capable to predict the rainfall for
some stations. For example, the approach is over predicting for Huntley rainfall station as evidence in
Figure 4c. Therefore, other sophisticated modelling approaches should be explored for more accurate
predictions of seasonal rainfall.

To evaluate the performance of the non-linear models developed, various statistical parameters
were calculated. The outputs of the comparison are shown in Table 5. According to the table, the
model with correlation more than 0.91 has higher RMSE and MAE than the model with correlation
0.71. In addition, models with correlation 0.86 is having more errors than the other two models.
Similar outcomes were also observed for the index of agreement. Therefore, models which have higher
correlation do not necessarily produce a lower error rate. The index of agreement close to one is
considered to be the best predicting model. Therefore, the models could be used to predict seasonal

rainfall with reasonable accuracy. However, the analysis should be performed with more rainfall
stations in the same area and other states.
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Figure 4. Comparison of the modelling output during the validation period. (a) Ainslie Tyson St; (b)
Tharwa General Store; (c) Huntly.

Table 5. Estimated statistical parameters during validation period.

Parameters Ainslie Tyson St ~ Tharwa General Store Huntly
R 0.91 0.71 0.86
RMSE 15.62 10.68 23.08
MAE 14.2 9.0 20.9

d 0.71 0.82 0.56
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5. Conclusions and Recommendations

Over the last two decades, prediction of seasonal time-series events were given considerable
attention. As a result, many modelling approaches were developed and applied to predict seasonal
rainfall. However, due to the spatial and temporal variation of rainfall, none of the available models
are capable to predict seasonal rainfall with considerable accuracy.

In this research, the efficiency of non-linear regression models were assessed in predicting
long-term seasonal rainfall. The non-linear models were constructed considering the lagged climate
indices as the potential predictors of seasonal rainfall. Three rainfall stations located in the ACT were
selected as a case study. The climate drivers SEIO, Nino3.4, SOI, and DMI were used and analysed in
this study. The individual correlations between spring rainfall and the climate indices were determined
for six functions (one linear and five non-linear). The functions which have the highest correlation
between spring rainfall and the climate indices were further analysed to develop non-linear regression
models. Seventeen combined non-linear regression models were developed and assessed to explore
appropriate model(s) capable of predicting seasonal rainfall. The correlations between the outputs
of the fitted models and the observed data were determined. The models which produce maximum
correlation were considered as the potential model for seasonal rainfall forecasting. The accuracy
of the predicted models” outputs was assessed by the widely used statistical parameters, R, RMSE,
MAE and d. From the analyses of the current study, the following general conclusions could be made:

e  Cubic function is capable of producing maximum correlation between seasonal rainfall and the
climate indices.

e Logarithmic function produces the minimum correlations between seasonal rainfall and the
climate indices.

e  DMI-SOI based non-linear models are more suitable to predict seasonal rainfall, as they produce
higher correlations.

However, before concluding a general remark, more rainfall stations should be analysed in this
area and in other areas, which would be a part of a future study. Moreover, other non-linear modelling
and genetic algorithm techniques will be explored, which are likely to be able to predict seasonal
rainfalls with higher accuracy.
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